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Introduction

Pursuant to the Water Resources Research Act of 1964, the Ohio Water Resources Center (WRC) is the
federally-authorized and state-designated Water Resources Research Institute for the State of Ohio. The Ohio
WRC was originally established at The Ohio State University in 1959, as part of the College of Engineering’s
Experiment Station. The Ohio WRC continues to be administered through the College of Engineering, in the
Department of Civil, Environmental, and Geodetic Engineering.

The Ohio Water Resources Center promotes innovative, water-related research through research grant
competitions, coordination of interdisciplinary research proposals, and educational outreach activities. In
order to solve current and upcoming water issues, we are focusing on educating new water professionals and
directing their efforts to local, state and regional water issues. The Ohio WRC is in ideal position to enable
integration of ideas from different stakeholders and facilitate connection among diverse water stakeholders.
Additionally, we strive to introduce innovation in water treatment technologies via fundamental research and
improve communication of research results to broad audience.

Ohio WRC sponsored researchers enable ecologically and socially sound water management by investigating
the sources of nutrients and algal blooms in our environment, developing novel methods and technologies to
reduce input of nutrients and other pollutants to water, and characterizing and monitoring the effects of energy
development on water resources. By funding researchers early in their careers and developing powerful
alliances with partner institutions, Ohio WRC seeds innovative approaches that foster impactful outcomes.

Ohio WRC reaches out to water professionals, educators, and citizens to ensure current and future citizens are
water smart. Ohio WRC leaders are active in local and national water research, education and policy
organizations such as the Ohio Water Resources Council, Water Management Association of Ohio, National
Institutes of Water Resources and University Council on Water Resources.
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Research Program Introduction
Research Program Introduction

The Ohio Water Resources Center consistently invests in water related research in the State, growing the
number of principal investigators involved in Ohio’s water issues, and educating the next generation of water
professionals by funding student work on water research projects. Over this past year’s reporting period, we
sponsored seven new projects and administered five ongoing research projects conducted at four different
Ohio universities that totaled $648,166 in research funding (direct and cost share). The PI’s for these projects
are five Assistant Professors, three Research Scientists, two Associate Professors and two Full Professors. In
total, this research helped support directly and indirectly twenty seven student majoring in environmental
engineering, biological sciences, environmental studies, geology, earth science and other water related fields.

The new funded research projects in FY2017 entail studies of important Ohio water resources problems. For
example, Dr. Sawyer from the Ohio State University is quantifying the nutrient loads from groundwater
discharge to Lake Erie and Dr. Buffam from University of Cincinnati is characterizing the link between algal
bloom biomass and methane emissions from drinking water reservoirs in southeastern Ohio. Of the
administered research projects, seven projects were finalized during this fiscal year, and six projects will be
continued into the next fiscal year 2018. The continuing projects include Dr. Cheng’s project on developing
nutrient interceptors to treat non-point sources, Dr. Buffam’s project on link between algal bloom biomass and
methane emissions, Dr. Davies’s research of peatlands in Ohio, Dr. Chae’s and Dr. Welch’s projects on
improving technologies for wastewater treatment, and Dr. Bakshi’s water-energy nexus project.

In summary, Ohio WRC administered twelve research projects this reporting period, six of which were funded
or co-funded by USGS 104(b) base grants. This resulted in the training of twenty seven students, seven
published or in preparation manuscripts in peer-review journals and forty two presentations or posters at local,
national or international conferences. In this reporting period our PI’s have been able to secure an additional
$1,850,000 in research awards using data generated with Ohio WRC funding.
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ABSTRACT

End-of-tail filtration has been suggested as a more aggressive and effective approach to reduce losses of
nutrients from crop lands compared to current best management practices (BMPs) focusing on source
reduction and minimizing transportation. A number of industrial by-products, e.g., coal combustion by-
products and bauxite leaching residual, have been proven chemically effective in trapping P- and/or N-
nutrients, and therefore, are potential low-cost nutrient sorbents for the end-of-tail filtration approach.
However, the application of these industrial by-products as the filtration media is limited due to
unfavorable hydraulic properties, as well as unknown associated environmental impacts. In this proposed
study, pervious filter materials owning both reactivity to nutrients and adequate hydraulic properties are
developed using fly ash, stabilized FGD materials, and bauxite leaching residual as the feedstock. By
modifying the composition of these industrial by-products, the pervious materials are expected to have
selective nutrient-sequestrating capabilities, which can be used to separate and recycle phosphorus- and
nitrogen-nutrients from agricultural drainage waters (ADWSs). This study is carried out in three tasks to
(1) investigate the adsorption efficiency and service lifetime of selected pervious materials with synthetic
ADW; (2) evaluate the physical and chemical integrity of the pervious materials before and after service;
and (3) study the interactions between the prepared filter materials and emerging pollutants commonly
found in ADW (e.g., estrone). The goal of this study is to demonstrate the feasibility of applying a low-
cost and environmentally-sustainable approach to ADW handling and treatment. This alternative to
current BMPs is able to convert agricultural and industrial wastes to value-added products containing
concentrated and specific nutrients. Currently, the project is still on going. Results obtained from this
study will be used to develop a competitive proposal for external funding.


mailto:weavers.1@osu.edu

1. Introduction

Eutrophication of water bodies, a result of release of excessive phosphorous (P) and
nitrogen (N) from soil to drainages?, has been an increasing environmental issue in the US,
especially in the Midwest, northeast, and Gulf coast area where the watersheds of major
freshwater bodies involve rapid growth and intensification of crop and livestock farming2. Not
only eutrophication posts unpleasant aesthetic characteristics to water bodies, accumulation of
toxic, volatile chemicals produced by algae can cause neurological damage in people and
animals being exposed to them. Consequently, eutrophication of water resources results in
losses of biodiversity, as well as their amenities and services®. For example, the recent outbreaks
of Cyanobacteria, or blue-green algae, in the Grand Lake at St. Mary’s area in Ohio has led to
state officials to issue water contact and fish consumption advisories.

The major cause of many eutrophication incidents can be directly correlated to fertilizer
application®. To prevent accumulation of nutrients in surface waters, reduction of nutrients
present in the agricultural degraded waters (ADW, i.e., livestock wastewater overflow,
subsurface drainages, and surface runoffs from cropland) is perceived as necessary approach®.
Although many best management practices (BMPs) focusing on source reduction and
minimizing transportation have been implemented to reduce losses of nutrients from crop lands,
these approaches have shown no control on dissolved phosphorus losses®’, which is the most
readily available form of phosphorus to aquatic organisms®. Instead, end-of-tail filtration has
been suggested as a more aggressive and effective approach®. However, the application is
limited. Ideal filter materials, i.e., material with both favorable nutrient-sequestrating capability
and hydraulic property, have yet been identified®.

In this study, low-cost pervious sorption materials prepared from a self-
geopolymerization process using agricultural wastes and industrial by-products are tested for
their potential as an alternative to current BMPs. The self-geopolymerization process enchains
agricultural wastes with chemically-effective, nutrient-sorbing industrial by-products (e.qg., coal
ash, flue gas desulfurization materials, and bauxite residual) and forms pervious materials. By
modifying the composition, the pervious materials are expected to have selective sorption
capabilities to nitrogen (N-) and phosphorus (P-) nutrients with adjustable hydraulic properties,
which can be used to separate and recycle nutrients from ADWs.

2. Objectives

In this study, a geopolymerization procedure is developed to convert coal combustion by-
products (i.e., fly ash and flue gas desulfurization (FGD) material) and alkaline bauxite leaching
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residual (bauxite red mud) to pervious filter materials. The materials are tested in a bench-scale
setting for their effectiveness and capacity on removing nutrients from simulated agricultural
drainage waters. The specific objectives of this proposed project are to:

(1) Assess the performance of the industrial by-product-derived pervious filter materials
with respect to their nutrient removal efficiencies, service lifetime, and hydraulic
properties;

(2) Evaluate the chemical and physical integrity of the materials; and

(3) Study the interactions between the prepared filter materials and other pollutants
contained in ADWs (i.e., estrogens).

3. Materials and Method

The work of this proposed study is divided into three tasks. In summary, the first task
focuses on preparing and characterizing the pervious filter materials. At least three sets of P-type
(i.e., materials selectively adsorb P-nutrients) and N-type (i.e., materials adsorbed nitrate and/or
other N-nutrients) are prepared. In the second task, a series of column experiments are setup to
(1) evaluate the adsorption efficiency and capacity of the selected pervious materials with a
simulated ADW and (2) study the interactions between estrogens and filtration materials. In
addition, the physical and chemical integrities of the pervious filter material during and after
service are evaluated. The release of metals and metaloids (e.g., mercury, arsenic, selenium,
thallium, and boron), as well as sulfate, from the filter materials during filtration are monitored.
In addition, surface characterization techniques, such as X-ray diffraction (XRD) and scanning
electron microscopy (SEM), are applied to investigate the transformations of mineral

composition and surface morphology before and after the filtration materials are exhausted.

Pervious Filter Material Preparation and Characterization

Coal combustion by-products (i.e., fly ash and stabilized FGD materials) and bauxite
leaching residue (i.e., red mud) are used in the preparation of the nutrient-selective pervious
filtration materials (Figure 1). Two different types of pervious filtration materials (i.e., P- and N-
types) are prepared using a method modified from Cheng et al.1% and Jin'. Class F fly ash and
sulfite-rich stabilized FGD material provided by coal combustion power plants located in eastern

Ohio are used to prepare the phosphorous-capture (P-type) filtration materials. Quick lime
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(Carmeus USA, Pittsburg, PA), Ca0, is added to provide required alkalinity. The nitrogen-
capture materials are prepared from red mud, fly ash, and stabilized FGD material. No quick
lime is used in the preparation of N-type filter materials. The bauxite red mud provided by a
bauxite processing plant located at southeast Texas is oven-dried before use. In one batch,
manganese oxide (MnOy) is also added in the preparation of N-type material. Woodchip is used
in the preparation of both N and P-type filter mixtures to modify the hydraulic properties. The

prepared mixtures are then cured in a humidity chamber.

()

e &

Figure 1. (a) Stabilized FGD material, (b) fly ash, and (c) bauxite red mud used in the

preparation of pervious filtration materials.

The cured filter materials are tested for their chemical (i.e., elemental and mineral
compositions), physical (density and surface morphology), and engineering (i.e., permeability (k)
and/or hydroconductivity (K)) properties as per standard testing protocols. Details on the
chemical and physical characterizations of the filter materials are described in the “Physical and

Chemical properties Integrity Evaluation” section.

Bench-Scale Column Test

A series of column tests are carried out to measure the adsorption capacity and efficiency
of prepared pervious materials for P- and N-nutrients with a simulated ADW. In addition to the
prepared filter materials, two reference columns, packed separately with granular activated
carbon (GAC) and top soil from the OSU’s Waterman Farm Complex, are also included in the
column study. A control column, i.e., without packing medium, is included to evaluate the

adsorption of nutrients and compounds on the experimental apparatus.
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The setup of the column test is illustrated in Figure 2. The ADW used in the column test
is synthesized based on formula listed in Table 1. In addition to the constituents listed in the
table, one estrogen, e.g., estrone (E1) or 17a-Estradiol (17a-E2), commonly found in dairy
wastewater'?is added in selected experimental batches. A peristaltic pump delivers the synthetic
ADW to the inlet of a series of two vertically-oriented columns at a constant feed rate (Figure 2).
The ADW sequentially passes through the column containing P-type filter material (P-type
column) and then the N-Type column. For a given set of filter materials, the column test is

carried out under a saturation condition demonstrated in Figure 2.

Table 1. Composition of synthetic dairy wastewater used in this study

Component|Amount (mg/L)
Urea(115.7
NH4Cl1|250.0
NazP04°12H,0|385.7
KHCO3{257.1
NaHCO3|668.6
MgS04-7H20(257.1
FeSO4 +7H20|10.3
MnSO4 *H20{10.3
CaCl, -6H20(15.4

MN-Type
Filter

Flow Meter

Dairy Wastewater  Peristaltic Pump

T
Storage Tank P-Type

Filter

Figure 2. Setup of bench-scale column test



Effluent samples are collected periodically from the outlets of P-type and N-type columns

for a list of chemical analyses shown in Table 2. After collection, sample is immediately

separated into four sub-samples. The first sub-sample is for pH, conductivity, and redox

potential measurements. In the selected batches when estrogen is included in the synthetic

ADW, an aliquot of the first subsample is filtered with 1.2um glass fiber and concentrated by

solid-phase extraction for estrogen analysis. Any compounds remained on the sample collection

bottle or filter is desorbed by rinsing the bottle and filter with methanol. The concentrated

sample is analyzed using a high-performance reverse-phase liquid chromatography tandem

electrospray ionization mass spectrometry (HPLC/MS/MS). Deuterated internal standards is

added to the samples to correct the interferences caused by the matrix of the sample.

The second sub-sample is filtered and analyzed for alkalinity, total dissolved solids, Cl-,

S042, PO43, total Kjeldahl nitrogen, ammonia, and NOs". The third sub-sample is preserved with

5% HNOs and analyzed for “total” elements in the solution. The final sub-sample is filtered

through a 0.45-um syringe filter and preserved with 5% HNO3 before being analyzed for

“dissolved” elements.

Table 2. List of monitoring parameters and respective analytical methods for aqueous samples

Subsample Parameter Detection Methods Instruments Locations
Conductivity IAWWA Sec. 2510 Thermo Orion 1234 in-situ
Subsample | pH Thermo Orion 1234 in-situ
Redox Potential Thermo Orion 1234 in-situ
Estrogen® HPLC/MS/MS Micromass Q-TOF 11 (ofe] (o
Alkalinity IAWWA Sec. 2310 -
[Total dissolved solid |AWWA Sec. 2540 -
Chloride (CI) IAWWA Sec. 4110C Dionex 2100
Sulfate (S04 IAWWA Sec. 4110C Dionex 2100
Subsample Il phosphate(PO42) IAWWA Sec. 4110C Dionex 2100
Nitrate (NOs?) IAWWA Sec. 4110C Dionex 2100 CEGE EER Lab/
Ammonia (NHs") IAWWA Sec. 4110C Dionex 2100 OARDC STAR
Total Kjeldahl Method AWWA Sec. 4500 Norg - Lab
Mercury (HQ) CVAFS Varian CVAAs,

Subsample 111/
Subsample IV

Selected Elements?

AWWA Sec. 3120B

\Varian VISTA-AX

IArsenic (As)/
Thallium(TI)

IAWWA Sec. 3120B

Varian GFAAs, Varian 880Z

Selenium (Se)

AWWA Sec. 3120B

\Varian GFAAs, Varian 880Z

a Aluminum (Al), arsenic (As), barium (Ba), beryllium (Be), boron (B), cadmium (Cd), copper (Cu), chromium
(Cr), iron (Fe), lead (Pb), magnesium (Mg), manganese (Mn), nickel (Ni), phosphorous (P), sodium (Na), silver

(AQg), zinc (Zn).

b Campus Chemical Instrument Center at The Ohio State University

¢ On selected experimental batches



Chemical and Physical Integrity Evaluations

The exhausted filter materials are preserved using liquid nitrogen and freeze-dried before
being analyzed for the mineral and chemical compositions, surface morphology, and forms of
adsorbed phosphorus by the methods listed in Table 35. The mineral compositions and
morphology of the selected N- and P- type filters materials before and after service are
characterized using X-ray diffraction (XRD) and scanning electronic microscopy (SEM),
respectively. A Bruker D8 Advance X-ray diffractometer or equivalent is used to identify the
mineral composition. The mineral patterns in the diffractograms are matched using the
DIFFRACPplus EVA software with ICDD Power Diffraction File (PDF2+) database. The
complete elemental composition analysis is measured with the assistance of the digestion
procedure described in EPA method 3052. A reference coal fly ash, 1633b, provided by the
National Institute of Standards and Technology (NIST), is included for analytical quality control.

A list of the analyses performed on the materials can be seen in Table 4.

The release potential of trace elements from filter materials before and after service will
also be characterized. Standard protocols, i.e., EPA Standard Method 1311, Toxicity Leaching
Characteristic Procedure (TCLP), the EPA Standard Method 1312, Synthetic Precipitation
Leaching Procedure (SPLP), are used.

Table 3. Physical, mineral, and chemical analyses for selected pervious filter materials

Method Instrument Location
Permeability ASTM D4525-08
Hydraulic ASTM D7100-06 CEGE Soil Lab
Conductivity
Morphology Scanning Electron Hitachi S-3000 SEM OSU Nanotech West Lab

microscopy

Bruker D8 Advance X-ray

1 C
diffractormeter SENR Soil Lab

Mineral Composition [X-ray Diffraction

Milestone Microwave Digestor/ Varian

Selected Elements? |ASTM D-6357 CEGE EER LabP

VISTA-AX
Mercury ASTM D-6414 Varian CVAAs, Varian 880Z CEGE EER Lab
Selenium ASTM D-4606 Varian CVAAs, Varian 880Z CEGE EER Lab
Arsenic, Thallium ASTM D-3683 Varian GFAAs, Varian 880Z CEGE EER Lab

2 aluminum (Al), barium (Ba), beryllium (Be), boron (B), cadmium (Cd), chromium (Cr), lead (Pb), magnesium
(Mg), manganese (Mn), nickel (Ni), phosphorous (P), sodium (Na), sulfur (S), and zinc (Zn).

b Environmental Engineering Research Laboratory at Department of Civil, Environmental, and Geodetic Engineering
of The Ohio State University

¢ Soil Lab at School of Environment and Natural Resources of The Ohio State University



4. Current Progress and Tasks to be completed

Characterizations of Industrial By-products

The chemical compositions of fly ash, stabilized FGD material, and bauxite red mud are
first characterized and the results are summarized in Table 4. As shown in the table, calcium
(Ca) and sulfur (S) are the two most abundant elements in the stabilized FGD material, which is
associated with the presence of hannebachite (CaSO3-0.5H20), portlandite (Ca(OH)2), and
enttringite (CasAl2(S04)3(OH)12-26H20) in the material. The X-ray diffractogram and mineral
composition of stabilized FGD material can be seen in Figure 3. Iron (Fe), aluminum (Al),
sulfur (S), and silicon (Si) are the major elements in fly ash. Based on XRD analysis, the fly ash
used in this study is comprised of amorphous glass, aluminum silicates (e.g., mullite), and iron
oxides (hematitem, magnetite, and maghemite). Bauxite red mud is consisted of Al, Fe, and Ca.
The X-ray diffractograms of fly ash and red mud are not shown.

By properly coalescing fly ash, stabilized FGD material, and red mud under high alkaline
environment, fly ash acts as an inorganic polymer binder to enchain active ingredients through a
geopolymerization process. After being alkali-activated, the Si-O-Si or Al-O-Si bonds in fly ash
and stabilized FGD material are disassociated and subsequently form network-like crystalline
and/or amorphous alkaline aluminosilicates with structural framework similar to zeolite®®. In a
previous project, it has been demonstrated that a geotextile material derived from the
geopolymerization process with a mixture of fly ash and stabilized FGD material, has effective
phosphorus sorption capability by forming Ca- and Fe-precipitates®*15 However, the fly
ash/stabilized FGD material mixture did not show observable effect on nitrate mitigation®®.

The addition of bauxite red mud is to enhance the nitrogen-nutrients adsorption capability
of the fly ash/FGD mixture. Bauxite red mud contains minerals, e.g., iron (111) (hydr)oxides and
hydrous aluminum oxides, that have high affinities for nitrate®. As a result, the material has
been shown to be an effective nutrient sorbent’. Cengeloglu et al'’ used original and acid-
treated bauxite red mud to remove nitrate from aqueous solution and reported 70% and over 90%
of removal, respectively. They found the alkaline property of bauxite red mud hindered the
adsorption performance.

In this study, bauxite red mud is used as the sole alkalinity source in the
geopolymerization process, which might promote the nitrate adsorption capacity. During
geopolymerization, the OH- ions from bauxite red mud is consumed (eg. 1) and redistribute the
electron density around the silicon atom in fly ash, which weaken the strength of Si-O-Si bond*®



and progress the polymerization process. The reaction neutralizes the negative surface charge of
red mud particles, and therefore, might promote the nitrate sorption.

=Si-0-Si=+OH ==Si-OH+ O-Si= (l)
Preparation of P- and N-type pervious filtration

A series of P- and N-type pervious filtration materials have been prepared based on the
formulas listed in Tables 5 and 6. Currently, the prepared materials are undergoing a 21-day
curing process. The images of two selected prepared materials can be seen in Figure 4. The
hydraulic property of the filtration materials are adjusted by the addition of woodchip. Two
different sizes of woodchip, i.e., <2.3mm and 2.3-3.6mm, are used. The addition of woodchip
creates larger capillary routes for water to pass through. During the geopolymerization process,
active ingredients are coated on the surface of woodchip, which allows the nutrients in ADW to
react with the active ingredients while passing through the void space.

Table 4. Chemical compositions of fly ash, stabilized FGD material and bauxite red mud used in
this study

Fly Ash Stabilized FC?D Red Mud
material
Phosphorus P 531 177 1054
Potassium K 2986 1307 310
Calcium Ca 9836 172906 33055
Magnesium Mg 1528 10026 227
sulfur S 11827 85746 2867
Aluminum Al 27050 9705 62817
Boron B 531 313 <3
Copper Cu 42 <0.4 <0.8
Iron Fe 59824 18855 240960
Manganese Mn 85 73 139
Molybdenum Mo 22 <13 <0.5
Sodium Na 18851 5296 32412
Zinc zZn 109 40 22
Arsenic As 143 36 28
Barium Ba 177 137 61
Beryllium Be <0.18 <0.11 <0.18
Cadmium Cd 2 6 5
Cobalt Co 23 4 15
Chromium Cr 74 25 1397
Lithium Li 167 106 55
Nickel Ni 48 7 6
Lead Pb 28 8 46
Antimony Sb <1.5 17 <1.5
Selenium Se 20 18 1
Silicon Si 4771 1481 184
Strontium Sr 229 212 117
Thallium TI 129 38 871
Vanadium \Y 2 <1.1 <0.6
Mercury Hg NA 0.318 NA
NA:Not Available
Unit: mg/kg



Table 5. Formulas of Prepared P-type Filtration Materials

P-Control P-type | P-type Il P-type Il
Fly Ash 10.0 10.0 10.0 10.0
Stabilized FGD material 6.0 6.0 6.0 6.0
Quick Lime (Ca0) 1.2 1.2 1.2 1.2
Deionized Water 10.5 10.5 10.5 10.5
Wood Chip (<2.3 mm) 0 2.5 5.0 0
Wood Chip (2.3-3.6 mm) 0 0 0 2.5
Unit: g
Table 6. Formulas of Prepared N-type Filtration Materials
N-Control N-type | N-type Il N-type Il
Fly Ash 10.0 10.0 10.0 10.0
Stabilized FGD material 6.0 6.0 6.0 6.0
Red Mud (dried weight) 8 8 8 8
Deionized Water 10.5 10.5 10.5 10.5
Wood Chip (<2.3 mm) 0 2.5 5.0 2.5
MnO: 0 0 0 2.0
Unit: g
|
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Figure 3. Mineral composition of stabilized FGD material
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Figure 4. Prepared Pervious filtration materials. (a) P-type and (b) N-type.

These two types (i.e., P- and N-types) of pervious materials are expected to have
selective sorption capacity, which can be used to sequentially separate and recover soluble
phosphorous and nitrogen in agricultural drainage waters. In practice, two different pervious
filter materials can be used in series. The dissolved phosphorous is expected to be selectively
retained in the first pervious material (P-type) containing only fly ash and FGD material while
allowing nitrate to pass through. Nitrate is captured in the second pervious material (N-Type)
containing bauxite red mud, fly ash, and stabilized FGD material.

Adsorption Capacities

The nutrient adsorption capacities of P- and N-type materials were evaluated using the
materials prepared from the formulas listed in Tables 5 and 6 for the P-Control and N-Control
materials. For either type of the material, the adsorption experiment was carried out by adding
six different amounts of the prepared solid, ranging from 0 to 1 gram, into six separate 125-mL
HDPE bottles. Each bottle contains 100mL of either 250 mg/L of phosphate or 100 mg/L of
nitrate solution. The bottles were then mixing by a tumbler for 24 hours at a rotating speed of 18
rpm. After mixing, the solution collected from each bottle was filtrated with 0.45mm filter and
analyzed for NOs™ or PO4?,

The equilibrium concentrations of phosphate and nitrate in the solution after mixing as a
function of material dosage are shown in Figure 5. As shown in the figure, over 97% of
phosphate was removed by the P-type material with a solid-to liquid (L/S) ratio of 100. With the
same L/S ratio, nearly 4% of nitrate was adsorbed by the N-type material.
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Figure 5. The equilibrium concentrations of phosphate and nitrate in the solution as a function of

material dosage

The adsorption isotherms of phosphate on P-type material and nitrate on N-type material
are illustrated in Figure 6. As shown in the figure, the adsorption isotherms of phosphate and
nitrate can be expressed as Langmuir isotherm. The Langmuir isotherm equation is written as

c, 1 ¢C

Ko Q
qe a a Eq.l

where g is mass of material adsorbed (at equilibrium) per mass of adsorbent; Q.° represents the
maximum adsorption capacity (monolayer coverage); Ceis the equilibrium concentration in
solution when amount adsorbed equals ge; K is constant (L/mg).
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Figure 6. Langmuir isotherms for (a) phosphate and (b) nitrate
It is estimated that the maximum phosphate adsorption capacity of P-type material is 20.7

mg/g. For the N-type material, the adsorption capacity was approximately 0.18 mg/g, which is
much less than the expected adsorption capacity.
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Column Test

Close-loop Column System

Two series of bench-scale column tests were carried out using P-type and/or N-type
columns in a close-loop mode to investigate the removal of nitrate and phosphate with extended
contact time. The flow rate was kept at 1.13+0.17 mL/sec for both series. A simplified
agriculturally degraded solution prepared with NaH2PO4 and NaNOs was used. In the first series,
the solution was first introduced into P-type column and then N-type column. In the second series,
only N-type column was used. A collection schedule was then setup to collect a series of eluent
fractions based on pre-scheduled time interval. During each sampling interval, eluents were
collected from the inlet and outlet of the first column, as well as the outlet of the second column
in the first series, for nitrate and phosphate analyses.

The temporal trends of nitrate and phosphate at the inlet of the first column can be seen in
Figure 7, which represent the concentrations in the storage tank. It was found that the
concentration of nitrate in the first series decreased over 68.5% (from the original 47.1 mg/L to
14.8 mg/L) after 30 hours of circulation. In the second series, a similar removal efficiency (60.1%)
was observed during the first 26 hours when only N-type column was used. However, the
concentration of nitrate decreased to a level lower than the detection limit after 146 hours of
circulation. In the case of phosphate, over 95% of the phosphate in the solution was removed
within 30 hours of circulation in both close-loop series.

Results observed from the two close-loop series of column tests demonstrate that the
pervious filter materials prepared in this study can effectively decrease the concentrations of nitrate
and phosphate. Although the concentrations of both nitrate and phosphate showed a decreasing
trend throughout the testing period in both testing series, for a given sampling interval, no
significant changes were observed between the samples collected before and after the columns. It
suggests that the time for the solution to travel through the lengths of these columns was not long
enough to show any changes.

The decreases of nitration concentration observed in both column tests were unlikely due
to adsorption. Results obtained from the adsorption isotherm experiment suggest that the
adsorption of nitrate on the N-type material is very limited. Other mechanisms, such as biological
reduction, might have involved in nitrate removal. Also, it seems the addition of red mud did not
have significant effect on the reduction of nitration concentration.
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Flow through Column System

A flow-through column test was setup to further investigate the removal of nitrate and
phosphate under the condition that is similar to real application. Only the P-type material was
used in the test. The material was packed into a 2.5 ft long acrylic column with a diameter of 6
inches. The flow rate of the simulated agriculturally degraded solution, prepared from the same
formula used in the close-loop column test, was controlled at 0.46 mL/min. As a result, the
retention time of the solution in the column was maintained at 20 hours.

Results obtained from the test can be seen in Figure 8. As shown in the figure, over 77%
of nitrate removal was achieved short after one pore volume passing though the column, which
increased to 98% after approximately 168 hours. Compared to the results obtained from the close-
loop system, which is also shown in Figure 8, the temporal trends of nitrate removal are very
similar between the two systems.

In the case of phosphate, over 99% of removal was achieved after about 560 hours or 28
pore volumes, which increased from the 82.5% observed after about one pore volume. The removal
of phosphate kept increasing as more solution passing through the column. It suggests that the
adsorption of phosphate of was likely controlled by the release of sulfate and the complexation of
phosphate on the pore surface of the pervious material. As more solution passing through the
column, more sulfate was released from the matrix of the pervious material, which allowed more
phosphate to be retained within the pervious material.

Results obtained from the flow through column test confirmed the potential of using the
pervious material derived from stabilized FGD material (P-type) to remove both nitrate and
phosphate from agriculturally degraded solution.
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Tasks to be completed

The bench scale column test described in the “Materials and Methods” section will be
continued. In addition, the mechanisms involved in the removal of N- and P-nutrients will be
investigated. The integrities of physical and chemical properties of the pervious materials after
adsorption will also be evaluated.

Despite the great potential for the proposed filtration application, the major concern of
reutilizing these by-products is the release of trace elements contained in the materials after
being contacted with water. Cheng et al.?? investigated the water quality impacts associated with
using stabilized FGD material as a low permeability liner for a swine manure storage pond.
Based on five-year worth of field monitoring data, the concentrations of arsenic (As), boron (B),
chromium (Cr), copper (Cu), and zinc (Zn) were consistently found lower in the water passing
through the liner than the water collected from the pond. Other trace elements, such as Cd, Se,
and Hg were often below the analytical detection limits. Ruyter et al.'® investigated the red mud
accident occurred on October 4™ 2010 in Ajka, Hungary by testing the plant toxicity and trace
element availability with mixtures of red mud and non-contaminated soil. They observed the
concentrations of trace elements in the leachate of red mud were either non-detectable or less
than 20ug/L. In addition, Peters and Basta'® added bauxite red mud directly to soil to reduce the
bioavailable phosphorus. No excessive soil pH and increases of soil salinity, extractable Al, or
heavy metals in soils were found in their study. Based on available field data, the application of
coal combustion by-products and bauxite red mud has not been suggested to post adverse
impacts on the environments.

However, to comprehend the overall benefits of reusing these by-products, it is vital to
understand the leaching properties of the prepared pervious materials under different application
scenarios.

Expected Outcomes and Significances

The outcome of this study is expected to provide:

(1) Initial feasibility evaluation of a potential beneficial utilization for by-products
produced from coal combustion and aluminum production processes

(2) Insights regarding the interaction between nutrients and an agricultural emerging
pollutant (i.e., estrogen) of FA zeolite-like material and the properties of biopolymers,

and
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(3) Results to be transferred in forms of peer-reviewed publications and conferences, and

be based upon in preparing competitive proposal for external funding.

The advantage of using selective sorption materials in the filtration approach is the
potential to recycle and reutilize nutrients and industrial by-products, which promotes
agricultural production to be in accord with the principles of sustainability. FGD gypsum and
stabilized FGD material have shown to improve the yield of crops by providing necessary
elements (e.g., calcium), changing soil physical properties, and increasing water infiltration and
storage when they are applied as soil amendments?®?, Hylander et al.??, used different filter
materials (i.e. limestone, Polonite®, and sand) to capture soluble phosphorus and evaluated the
subsequent suitability for plant production. They observed some of recycled phosphorus
achieved 76% of the yield increased by commercially available P-fertilizer. As demand for food
increases, which results in more land to be used for agricultural purpose and a requirement for
increased crop yields, the fertilizer demand have been projected to increase faster than world
population?. With foreseeable increase in demand and depletion in reserve, use of recycled
nutrients rather than a raw material is important step toward sustainable agricultural
development. Currently, the majority of phosphate rock from mining goes into artificial
fertilizer production?. It estimates that sources of high-grade phosphate ore deposits could
disappear within the next 100 years at current use rates?.

5. References

! Alexander, R. B., Smith, R. A., Schwarz, G.E., Boyer, E.W., Nolan, J.V., Brakebill, J.W.
(2008) Differences in phosphorous and nitrogen delivery to the Gulf of Mexico from the
Mississippi River Basin. Environ. Sci. Technol., 42, 822-830.

2Mueller, D.K., Helsel, D.R., Nutrients in the Nation's Waters--Too Much of a Good Thing?.
U.S. Geological Survey Circular 1136,
http://pubs.usgs.gov/circ/circ1136/circ1136.htmI#PUBS, accessed 2/4/2011.

3 Smith, V.H., Tilman, G.D., Nekola, J.C. (1999) Eutrophication: impacts of excess nutrient
inouts on freshwater, marine, and terrestrial ecosystems, Environ. Poll., 100, 179-796.

4 Smil, V. Enriching the Earth: Fritz Haber, Carl Bosch, and the Transformation of World Food.
The MIT Press, 2001, Cambridge, U.K.

®Sharpley A, Foy B, Withers P (2000) Practical and innovative measures for the control of
agricultural phosphorus losses to water: An overview. J. Environ. Qual., 29, 1-9.

® Kleinman P.J.A., Sharpley, A.N., Buda, A. R., McDowell, R.W., Allen, A.L. (2011) Soil
controls of phosphorus in runoff: Management barriers and opportunities. Can. J. Soil Sci. 91,
329-338.

19


http://pubs.usgs.gov/circ/circ1136/circ1136.html#PUBS

" Sharpley A., Kleinman, P., and Weld J. (2010) Assessment of best management practices to
minimize the runoff of manure-borne phosphorous in the United States, New Zealand J. Agric.
Res., 47, 461-477.

8 Sonzogni, W.C., Chapra, S.G., Armstrong, D.E., Logan, L.T. (1982) Bioavailability of
phosphorus inputs to lakes. J. Environ, Qual., 11, 555-563.

% King, k.W., McDonald, J., Moore, J.F., Agrawal, S.G., Fischer, E.N., Balogh, J.C. (2010)
Nutrient and pesticide removal from laboratory-simulated tile drainage discharge, Trans.
ASABE,53, 769-777.

10 Cheng, C.-M., Tu, W., Behrad, Z., Tarunjit B., Wolfe, W., Walker, H. (2007) Beneficial Reuse
of FGD Material in the Construction of Low Permeability Liners: Impacts on Inorganic Water
Quality Constituents, J. Environ. Eng., 133, 523-531.

11 Jin, N. fly ash Applicability in Pervious Concrete, Master Thesis, The Ohio State University,
Columbus, OH 2010.

12 Gall, H. E., Sassman S.A., Lee, L.S., and Jafvert, C.T., Hormone discharges from a Midwest
tile-drained agroecosystem receiving animal wastes. Environ. Sci. Tech., 2011, 45, 8755-8764.

13 Buchwald A., Dombrowski, k., and Weil, M. Influence of geopolymer binder composition on
conversion reactions at thermal treatment, in Developments in porous, Biological and
Geopolymer Ceramics: A collection of Papers Presented at the 31% international conference on
advanced Ceramics and Composites, eds. Brito, M., Case, E., Kriven, W.M., Ceramic
Engineering and Science Proceedings VVolume 28. 257-271. Florida 2007,

14 Allred, B. (2010) Laboratory batch test evaluation of five filter materials for removal of
nutrients and pesticides from drainage waters. Transactions of the ASABE, 53, 39-54.

15 Bryant, R.B., Buda A.R., Kkeinman, P.J.A., Church, C.D., Saporite, L.S., Folmar, G.J., Bose,
S., Allen, A. (2012) Using fluegas desulfurization gypsum to remove dissolved phosphorus
from agricultural drainage waters. J. Environ. Qual. 41, 664-671.

186 yYao, W., Millero, F.J. (1996) Adsorption of phosphate on manganese dioxide in seawater,
Environ. Sci. Technol, 30, 536-541.

17 Cengeloglu, Y., Tor, A., Ersoz, M., Arslan, G. (2006) Removal of nitrate from aqueous solution
by using red mud. Sep. Purif. Technol, 51, 374-378.

18 Duxson P, Lukey G.C., Separovic F. van Deventer J.S.J., (2005) Effect of alkali cations on
aluminium incorporation in geopolymeric gels, Ind. Eng. Chem. Res., 44, 832-839.

19 Ruters, S., Merten, J., Vassilieva, E., Dehandschutter, B., Poffijn, A., Smolders, E. (2010) The
red mud accident in Ajka (Hungary): plant toxicity and trace metal bioavailability in red mud
contaminated soil. Environ. Sci. Technol., 45, 1616-1622.

20 Chen L., Dick W., Nelson S., (2001) Flue Gas Desulfurization by-product additions to acid
soil: Alfalfa productivity and environmental quality, Environ. Poll., 114, 161-168.

2L punshon T., Adriano D.C., Weber, J.T. (2001) Effect of flue gas desulfurization residue on
plant establishment and soil and leachate quality, J. Environ. Qual., 30, 1071-1080.

22 Hylander, L.D., Kietlinska, A., Renman, G., Siman, G. (2006) Phosphorus retention in filter
materials for wastewater treatment and its subsequent suitability for plant production. Biores.
Technol., 97, 914-921.

23 Haar, A. The Reuse of Phosphorus. Eureau Position Paper EU2-04-SL09, 2005;
http://eureau.org/sites/eureau.org/files/documents/2005.02.21_recovery_of phosphorus_from_
sludge.pdf. Accessed 10/6/2012.

20


http://cedb.asce.org/cgi/WWWdisplay.cgi?0880013

24 Jasinski S.M., Phosphate rock, 2006 Minerals Yearbook. United States Geologci Survey,
2007, http://minerals.usgs.gov/minerals/pubs/commodity/phosphate rock/myb1-2006-
phosp.pdf, accessed 10/2/2012.

25 Christen, K. (2007) Closing the phosphorus loop, Environ. Sci. Technol., 41, 2078.

21


http://minerals.usgs.gov/minerals/pubs/commodity/phosphate_rock/myb1-2006-phosp.pdf
http://minerals.usgs.gov/minerals/pubs/commodity/phosphate_rock/myb1-2006-phosp.pdf

Effectiveness of Data Buoys as Early Warning Systems for cHABs (cyanobacterial Harmful Algal Blooms) in Lake Eri

Effectiveness of Data Buoys as Early Warning Systems for
cHABs (cyanobacterial Harmful Algal Blooms) in Lake Erie

Basic Information

Title:

Effectiveness of Data Buoys as Early Warning Systems for cHABs (cyanobacterial
Harmful Algal Blooms) in Lake Erie

Project Number:

20160H484B

Start Date:

3/1/2016

End Date:

2/28/2018

Funding Source:

104B

Congressional
District:

OH-003 & OH-015

Research Category:

Water Quality

Focus Categories:

Surface Water, Water Quality, Methods

Descriptors:

None

Principal
Investigators:

Justin Chaffin, Douglas L Kane

Publications

. Chaffin, J. "Effectiveness of data buoys for sampling cyanobacterial harmful algal blooms in Lake

Erie", Event name: Ohio Academy of Science Annual Meeting, Size of audience: 20, Date:
4/16/2016, Type of presentation: Oral

. Chaffin, J. "Let’s Hear It for the Buoys?- Accuracy of data buoys for monitoring cyanobacterial

blooms in Lake Erie" Event name: Great Lakes HABS Collaboratory Webinar, Size of audience: 50,

Date: 6/2/2016
. Chaffin, J. (2016) "Accuracy of Data Buoys for Monitoring Cyanobacterial Blooms in Lake Erie"

International Association on Great Lakes Research Conference, Guelph, Canada, Size of audience:
500, Date: 6/6/2016, Oral Presentation

. Chaffin, J. "Accuracy of data buoys for tracking cyanobacterial blooms in Lake Erie" Lake Erie

Millennium Network, Size of audience: 125, Date: 2/21/2017, Type of presentation: Oral

. Chaffin, J. "The re-eutrophication of Lake Erie: degradation, adaptation, and restoration", oral

presentation, Sdo Paulo State University (UNESP)- Botucatu, Brazil, 2/19.2017, audience 20.

. Chaffin, J. "Yeah buoy: Monitoring cHABS in western Lake Erie using in-situ technology" Event

name: International Association on Great Lakes Research Conference, Size of audience: 75, Date:

5/16/2017

. Chaffin, J. "From Lake to River: Using Plankton to Assess Water Quality in Lake Erie and Its

Tributaries." Event Name: University of Toledo- Lake Erie Center Public Lecture Series, Size of
audience: 30, Date: 11/16/2017, Oral Presentation

. Chaffin, J. "Cyanobacterial Harmful Algal Bloom detection in western Lake Erie and the Maumee

River using sensor technology" Upper Maumee Watershed Partnership Meeting, Size of audience: 10,
Date: 1/10/2018, Type of presentation: Oral

. Chaffin, J. "Working towards a forecast of Lake Erie cyanobacterial bloom toxicity", Kent State

University Biology Department seminar, Size of Audience: 50, 1/19/2018

10.

Chaffin, J., "The role of phosphorus, nitrogen, and light on Lake Erie cyanobacterial bloom growth

and toxicity", Event name: Midwest Aquatic Plant Management Society, Size of audience: 230, Date:
2/27/2018, Type of presentation: Oral

Effectiveness of Data Buoys as Early Warning Systems for cHABs (cyanobacterial Harmful Algal Blboms) in




Effectiveness of Data Buoys as Early Warning Systems for cHABs (cyanobacterial Harmful Algal Blooms) in Lake Er

11. Chaffin, J. "Development of a Lake Erie HAB toxicity forecast", Event name: Trumbull County Soil
& Water Conservation District Lunch and Learn, Size of audience: 20, Date: 3/20/2018

12. Kane, D.D., Chaffin, J.D., Jones, K.W., Johnson, A. Vertical distribution of cyanoHABs and their
toxins in a large lake: implications for drinking water treatment. Water Resources Research. In
preparation.

Publications 2



Ohio WRC Project Final Report

“Effectiveness of Data Buoys as Early Warning Systems for cHABs (cyanobacterial Harmful
Algal Blooms) in Lake Erie”

By:

Justin D. Chaffin
Stone Laboratory
Ohio State University and Ohio Sea Grant

And

Douglas D. Kane
Defiance College

Problem and Research Objectives

Harmful cyanobacterial blooms (cHABs) were an annual occurrence in Lake Erie during
the mid-1900s due to excessive nutrient loading (Davis 1964). The governments of the United
States and Canada agreed to regulate phosphorus (P) loading in the 1970s, which resulted in a
lake that was relatively free of cHABs throughout the 1980s and 1990s (DePinto et al. 1986;
Makarewicz 1993). However, since the mid-1990s, cHABs have returned, and bloom resurgence
has been attributed to increases of dissolved reactive P (Kane et al. 2014; Stumpf et al. 2016),
climate change (Michalak et al. 2013). The current cHABs in Lake Erie are dominated by the
cyanobacterium Microcystis (Chaffin et al. 2011), which is globally-distributed in eutrophic
water and can produce high concentrations of the hepatotoxic microcystins (MCYSs) (as reviewed
by (Harke et al. 2016b)). In August 2014, MCY's were found in the municipal water of Toledo,
Ohio, United States, at concentrations that exceeded the World Health Organization’s guideline
of 1 pg/L, causing a loss of safe drinking water for nearly 500,000 residents (Qian et al. 2015;
Bullerjahn et al. 2016). Additionally, cHABs can disrupt aquatic food web structure (Tillmanns
et al. 2008; Davis et al. 2012), have killed pets and livestock (Huisman et al. 2010; Backer et al.
2013), and can adversely impact local economies (Dodds et al. 2009; Bingham et al. 2015).

Ultimately, preventing cHABs from forming in lakes and rivers by decreasing influx of
nutrients from the surrounding watershed will aid in the protection of safe drinking water.
However, trends in climate and agricultural practices suggest that cHABs will become more
common in the future (Paerl and Huisman 2008; Michalak et al. 2013). Thus, the risk of
cyanotoxins in water will continue to be present, and societies will need to rely on water
treatment plants to provide safe drinking water. Real-time estimates of cHAB biomass at or near
the intake pipes of municipal water treatment plants can aid the operators in adjusting treatment
accordingly. Moreover, the real-time information on cHAB biomass could be used to notify lake
managers, tourists, and the general public of when cHABs cause water quality problems (Read et
al. 2010). Early detection of cHABs creates the opportunity to mitigate health risks and adverse
economic impacts by warning people before cHABs are a severe problem (Jochens et al. 2010),
and allows people know when a cHAB is not causing a problem at a given area of the lake or
time.



In response to the Toledo 2014 “do not drink advisory,” several lake-shore communities
in northern Ohio, Ohio universities, and the federal government (NOAA) deployed water quality
sondes for cyanobacteria on buoys or in water treatment plant intakes to provide real-time
cyanobacterial biomass data. Since summer 2015, 9 water quality sondes attached to buoys have
been deployed annually, and 11 water quality sondes have been deployed at the intakes of water
treatment plants in the western and central basin of Lake Erie (Fig. 1). The data from this
network of water quality sondes is freely available online, and serves as an early warning system
used by water treatment plant operators who adjust treatment according to cyanobacterial
biomass at the intake, beach managers concerned with cHAB-driven beach closures, scientists
researching cHABSs, and interested members of the general public (Read et al. 2010).
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Figure 1. Locations of data buoys (yellow triangles) and water quality sondes mounted to fixed structures (black
circles) in Lake Erie used to track cyanobacteria biomass in real time. The location of the two buoys used in this
study are highlighted.

Water-quality sondes have sensors that detect and quantify total algae and cyanobacteria
with fluorescence from chlorophyll a (chla) and phycocyanin (a pigment specific to
cyanobacteria), respectively (Humbert and Torokné 2016). The users of the water quality sondes
network interpret higher fluorescence values as increased chla and phycocyanin concentrations
and therefore assume higher biomasses of total algae and cyanobacteria. However, there are
several potential issues with long-term deployment of water quality sondes that measure
cyanobacteria and total algae biomass by fluorescence. The first problem is the use of
fluorescence to measure chla or phycocyanin concentration. Fluorescence is dependent on the
alga’s physiological state because fluorescence per cell can increase under stressful conditions,
such as low nutrient concentration and photo-inhibitory high light intensities (Campbell et al.
1998), which could lead to an underestimation or overestimation of cyanobacterial biomass. The
second problem arises from the assumption that chla or phycocyanin concentration is
proportional to algal or cyanobacterial biomass. Algae and cyanobacteria can alter their chla and
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phycocyanin content (pigment mass per cell) in response to light conditions (Macintyre et al.
2002). A long-term Lake Erie plankton study found a weak correlation between chla
concentration and phytoplankton biomass (Conroy et al. 2005). Another study discovered that
Lake Erie Microcystis doubled its chla content, and phycocyanin content increased 6 times, in
response to low light conditions in the lake (Chaffin et al. 2012). Hence, data buoys are taking
measurements of fluorescence without confirmation the sonde data with biomass data from water
samples. A third potential issue is instrument drift. Whether water quality sondes are deployed
year-around or seasonally (April-November) they are only calibrated a few times a year (< 5
times) due to the difficulties associated with removing and returning the sondes attached to
deployed buoys. It is possible that the water quality sondes lose calibration throughout
deployment and give inaccurate data. Finally, biofouling from algae and Dreissena mussels (Fig.
2) can reduce water exchange around water quality sondes. The densely packed mussels fouling
sondes deployed over long-term intervals can result in inaccurate readings.

\ ,:‘ff ¥ ! n

Figure 2. Images of biofouling by filamentous green algae and Dreissena muésels on the Sandusky buoy (a), on the
YSI sonde (b), and on the YSI sensors (c).

The sensors attached to data buoys are located just below the surface of the water (~0.6 to
1 meter); however, water treatment plant intake pipes are near the bottom of the lake in water
that is greater than 6 meters in depth. Thus, there is a potential disconnect between water quality
data measured at the surface and water quality being drawn into the plant. Moreover, the
different buoyancy regulation strategies of the various cyanobacteria in Lake Erie can further
exacerbate that disconnect. For example, Microcystis is positively buoyant allowing it to
accumulate near the surface in calm waters, whereas, Planktothrix is neutrally-to-negatively
buoyant and will position itself in the center of the water column or sink to the bottom (Konopka
etal., 1987; Reynolds et al., 1987). Thus, a data buoy may overestimate cyanobacteria
abundance during a Microcystis bloom and underestimate cyanobacteria abundance during a
Planktothrix bloom. This could result in a plant operator to over-treat (which wastes treatment
chemicals and money) or under-treat (which could result in microcystins in tap water) the lake
water. Microcystis and Planktothrix are known microcystins producers and bloom in waters that



serve as source water for several large Ohio shoreline cities such as Toledo and Sandusky,
respectively.

Wind speed can also impact how water treatment plant operators interpret buoy data. The
lake is calm during low wind weather allowing cyanobacteria to position themselves at desired
light levels (i.e., Microcystis near the surface and Planktothrix lower in the water column). High
wind speeds create turbulent mixing of the water column and overpower the buoyancy regulation
of cyanobacteria resulting in cyanobacteria to be spread evenly from surface to lake bottom. A
potential issue in water treatment can arise when a calm day is followed by a windy day. For
example, a buoy measures high cyanobacteria biomass due to Microcystis at the surface one day,
but then high winds the following day mix the bloom throughout the water column. The buoy
data will show fewer cyanobacteria biomass, but the intake is actually drawing in more
cyanobacteria biomass because the wind mixed the bloom throughout the water column and
down to the intake pipe.

The objective of this study was to determine how well water quality sondes attached to
buoys measure total algae and cyanobacterial biomass, and water turbidity. Additionally, because
the sonde network in Lake Erie cannot measure MCYSs, total MCY's concentrations were
measured manually to determine potential correlations with sonde data. While several recent
studies have found varying relationships between sonde algae data and biomass estimates
(McQuaid et al. 2010; Zamyadi et al. 2012; Loisa et al. 2015; Bowling et al. 2016; Zamyadi et al.
2016; Hodges et al. 2017), none have investigated the utility of water quality sondes for tracking
MCYs. Additionally, concentrations of dissolved reactive P, total P, nitrate, ammonium, and
total N were measured to aid in interpretation of the relationships between sonde and water
sample cyanobacterial biomass and MCY data. The final objective was to determine the vertical
position of cyanobacteria throughout the water column in relation to buoy cyanobacteria data and
wind speed data.

Methodology
Buoy location and sonde calibration

Two data buoys were used in this study. The Gibraltar buoy was deployed about 200
meters northwest of Gibraltar Island, and the Sandusky buoy was deployed 100 meters off the
City of Sandusky lakeside municipal water intake (Fig. 1). The Gibraltar buoy was equipped
with a YSI 6600v2 multiprobe sonde during 2015 and a YSI EXO2 sonde during 2016 and 2017.
The Sandusky buoy had an EXO2 sonde all three years. The sondes were calibrated together
with approximately 20 to 25 other sondes of the Lake Erie sonde network at the University of
Toledo’s Lake Erie Center to facilitate comparison across sondes. The EXO2 sondes were
calibrated together for relative fluorescence units (RFU) for chla and cyanobacteria-PC
(surrogates for total algal and cyanobacterial biomass, respectively) with rhodamine dye and for
nephelometric turbidity units (NTU) for water clarity (according to YSI instructions) with a YSI
NTU standard, and deionized water was used for the 0.0 point. In 2015, the 6600v2 sonde was
calibrated to chla pg/L and bluegreen algae cells/mL with rhodamine dye, which also calibrates
RFU in the process. The Gibraltar sonde was calibrated and cleaned three times throughout
deployment whereas the Sandusky sonde was not cleaned or calibrated until buoy retrieval due to
difficulties accessing the sonde from a large vessel while deployed.



Because the Gibraltar buoy had two different sonde models, a laboratory comparison was
conducted to determine a PC RFU conversion factor. A rhodamine dye standard was created
following the EXOs instruction manual, and RFUs of that standard were recorded using EXO2
and 6600v2 sondes. The standard was diluted by 50% and RFU were recorded for both sondes.
This process was repeated 10 times by diluting the standard by 50% each step (0.19%
concentration of original standard). This experiment was repeated twice with two different
EXO2 and 6600v2 sondes. The 6600v2 RFU values were converted to EXO2 RFU data because
all sondes in the Lake Erie sonde network use EXO2 sondes.

Water sample collection

The Gibraltar buoy was visited several times a week by small boats (< 4 meters) to
collect samples adjacent to the buoy manually. A total of 56, 81, and 54 samples were collected
next to the Gibraltar buoy (May through October) in 2015, 2016, and 2017, respectively. The
Sandusky buoy was sampled six and nine times during summers 2015 and 2016, respectively,
aboard the RV Erie Monitor; the vessel anchored within 20 meters of the buoy. To determine the
relationship between buoy sonde data and water sample data, a 0-2 meter intergraded tube
sampler was used to collect surface water. The 0-2 meter sample represents the ‘average’
conditions experienced by the buoys’ sonde as the buoy bobs up and down with waves (the
sonde is between 0.7 and 1.0 meters depth). Clean samplers and sample bottles were triple rinsed
with surface water before collection. Water from the sampler was dispensed into a clean 5-gallon
bucket and then poured into 1) 2-L dark bottle for chla, PC, total suspended solids (TSS)
concentrations, and algal group-specific chla, 2) 500-mL glass jar and preserved with Lugol’s
solution for analysis of phytoplankton identification and quantification, 3) 40-mL amber glass
vial for total microcystins concentration, and 4) two separate 250-mL acid washed polycarbonate
bottles for analysis of TP and TN. About 50 mL of lake water was filtered upon collection using
a 0.45um polycarbonate membrane syringe filter and stored in a 60-mL bottle for analysis of
dissolved reactive P, nitrate, nitrite, and ammonium. An ice chest was used to store samples
during transportation back to the laboratory, which was 5 minutes for the Gibraltar buoy and 1.5
hours for the Sandusky buoy. Secchi disk depth was also measured.

On a subset of dates (n = 36), water samples were collected at every meter throughout the
water column to determine vertical phytoplankton position. Water was collected with a Van
Dorn bottle and poured into 250-mL polycarbonate bottles. Water was analyzed for algal group-
specific chla concentration.

Water sample analysis methods

Total chla analysis began by filtering 0.25-1.0 L (depending on the density of
phytoplankton and suspended solids) onto GF/F filters (47 mm diameter, 0.7 um pore size),
which were then stored on silica gel at -80°C until analysis. Chlorophyll a was extracted with
dimethyl sulfoxide and quantified with spectrophotometry (Golnick et al. 2016). Algal group-
specific chla was determined within 10 minutes of returning to the laboratory using a
FluoroProbe benchtop reader (Chaffin et al. 2013). The FluoroProbe is a fluorometric device that
uses chla and accessory pigment fluorescence to partition total chla among four functional
phytoplankton groups (green algae, cyanobacteria, diatoms, and cryptophytes; (Beutler et al.
2002)). Because the FluoroProbe can underestimate algal biomass (Gregor and Marsélek 2004),



algal group-specific chla concentration was corrected for on each sample date by dividing the
algal group-specific chla concentration by the FluoroProbe total chla concentration and then
multiplying by the chla concentration determined by DMSO extraction (Bridgeman et al. 2012).

Plankton and solids were filtered (0.25-1.0 L depending on density) onto pre-combusted
and weighed GF/F filters (47 mm diameter, 0.7 um pore size) for analysis of total suspended
solids (TSS). Filters with plankton and solids were dried at 103°C overnight and reweighed to
determine TSS.

Phytoplankton was quantified with automated imaging flow cytometry (FlowCAM)
under 40x, 100x, and 200x magnification on auto-image mode. FlowCAM is a fluid imagining
device that was created for the study of phytoplankton that captures images of particles (i.e.,
plankton) as they flow through the objective lens carried in a medium (i.e., lake water) (Poulton
2016). FlowCAM has been shown to provide results similar to traditional phytoplankton counts
(light microscopy with the Utermohl method) (Alvarez et al., 2014). FlowCAM software has a
semi-automated image recognition system to aid the user in the sorting of phytoplankton based
on 31 recorded parameters for each particle, including length, diameter, and area which were
used for calculating biomass (Fluid Imaging Technologies INC. 2011). Sample runs were
terminated after 8000 images were captured; the volume analyzed and length of image collection
was dependent on the density of particles. Images were first classified using the Auto-
Classification function of the Visual Spreadsheet (version 4.0.27) and then manually checked to
sort unclassified or incorrectly -classified phytoplankton. Cyanobacteria were identified
according to Rosen and St. Amand (2015). Areal measurements were converted to biovolume by
assuming a sphere for single cells, a cylinder for filamentous cyanobacteria, and by multiplying
by the average cell diameter for colonial cyanobacteria.

Total MCY's were determined after 3 freeze/thaw cycles, filtered with a glass microfiber
filter (GMF, 0.45 um) to remove cellular debris, and quantified using a microcystin/nodularin
specific enzyme-linked immunosorbent assay (ELISA) (Abraxis #520011, (Fischer et al. 2001)).
When needed, samples were diluted to bring the MCY concentration within the ELISA working
range of less than 5 pg/L.

Concentrations of nitrate, nitrite, ammonium, and dissolved reactive P were quantified
with a SEAL Analytical QuAALttro continuous segmented flow analyzer (SEAL Analytical Inc.,
Mequon, WI1) using standard U.S. EPA methods (EPA 353.1, 354.1, 350.1, and 365.1,
respectively). Total P and total Kjeldhal N (TKN) were determined on unfiltered water following
digestion and quantified on the SEAL analyzer following standard methods (EPA 365.3, 351.2,
respectively). Total N was calculated as the sum of TKN, nitrate, and nitrite, and the TN to TP
ratio was calculated by dividing TN by TP.

Buoy data analysis

The buoys recorded data every 15 minutes, which was automatically transmitted to
WQDataL ive, a website platform (wqdatalive.com). Water sample data were compared to the
buoy data on 4 time scales: 1) the single data point closest to the time that the water sample was
collected, 2) the average of five buoy data points one hour prior to water sample collection (for
example, if water sample was collected at 11:00 the buoy measurements at 10:00, 10:15, 10:30,
10:45, and 11:00 were averaged), 3) averaged for 4 hours prior to water sample, and 4) the daily
average (00:00 — 23:45) of the day of sample. Analysis of covariance test (ANCOVA) for
homogeneous slopes was conducted to determine if slopes between buoy data (the covariate) and



water sample data (the dependent data) differed among the 3 years (the factors). Then, when
ANCOVA indicated non-parallel slopes among years, linear regression was used to determine
the relationships between buoy and water sample data separately for each year. IBM SPSS
Statistics v23 were used for all data analysis.

Every-meter phytoplankton and wind data analysis

Because the every-meter cyanobacteria biomass data was determined with a FluoroProbe
and the data buoy measured cyanobacteria biomass as RFU, buoy RFU data was converted to
cyanobacteria-chla with the relationship found below (Table 1). This data analysis was only
conducted on data collected next to the Gibraltar buoy because no relationship was found
between buoy RFU and cyanobacteria biomass at the Sandusky buoy. Next, the percent relative
difference (%RD) between the buoy-converted data and every-meter cyanobacteria biomass data
was calculated as:

%RD = (Chla@z — Chlavuoy)/ Chlapuoy x 100%

Where Chlag: is the cyanobacteria chla concentration measured at depth z (0, 1, 2, 3,4, or 5
meters) and Chlanuoy is the cyanobacteria chla concentration that was converted from the buoy
cyanobacteria RFU data. The %RD will always for comparisons between low and high biomass
data.

Wind speed data were obtained from NOAA’s National Buoy Data Center
(http://www.ndbc.noaa.gov/station_page.php?station=sbiol) using South Bass Island site for
Gibraltar buoy. We initially proposed to use the buoy’s weather station wind data for this project,
but we had to find alternate wind data source due to malfunctions to both buoys’ weather stations
during summer 2016. The average wind speed 1 h, 4, h, 8 h, 12 h, and 24 h before sample
collection were calculated. The %RD between buoy and cyanobacteria chla at each depth was
plotted against wind speed for each time frame investigated.

Principal Findings and Results
Sonde RFU comparison

In the sonde comparison study, there was a significant linear relationship between PC
RFUs values of diluted calibration standards measured by the YSI 6600v2 and EXOv2 sondes (P
< 0.001, R = 0.986); however, the 6600v2 sondes RFU values were 8.3 times greater than that
measured by the EXOv2 sondes. There was no difference in slopes for the 2 separate experiment
trials with different sondes. Therefore, the conversion factor for converting 6600v2 PC RFU
(used in 2015) values to EXOv2 PC RFU (used in 2016 and 2017) values was 0.1204.

Temporal patterns

Cyanobacterial biomass measured by the Gibraltar buoy peaked at 10 cyanobacteria-PC
RFUs in late July 2015 and RFUs were between 0.5 and 3.0 during August and September 2015
(Fig. 3a). Cyanobacteria-PC RFUs throughout the entire 2016 season and during May through
early September 2017 were between 0.0 to 0.3 RFUs, suggesting lower cyanobacterial biomass



than 2015. Cyanobacteria-PC RFUs increased in September and October 2017 peaking at 1.0
RFUs. Water sample cyanobacteria-chla followed a similar temporal pattern as buoy
cyanobacteria-PC RFU measurements with greatest concentrations in late July 2015 (> 30 pg/L),
low concentrations (< 5 pg/L) throughout 2016, and a late summer peak in 2017 (10.5 pg/L).
Cyanobacterial biomass measured at the Sandusky buoy was more variable and reached greater
PC RFUs than the Gibraltar buoy (Fig. 3b). Cyanobacteria-chla in the water samples did not
follow the temporal pattern of the Sandusky buoy PC RFUs.

Total MCY concentrations followed similar patterns as Gibraltar buoy cyanobacteria-PC
RFUs and water sample cyanobacterial biomass (Fig. 3a). Highest MCY concentrations (5.9
Mg/L) occurred during the largest peak of cyanobacteria during late-July 2015. Lower total MCY
concentrations occurred in 2016 and 2017.
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chlorophyll a (green dots) measured in water samples collected next to the data buoys.



In 2015 chlorophyll RFUs followed a similar pattern as cyanobacteria RFUs, except for a
minor peak associated with a diatom bloom in late June (Fig. 4a). Chlorophyll RFUs peaked at
9.5 during 2015. Two peaks occurred in each of 2016 and 2017 of similar RFUs values. Diatoms
were dominant during the June peaks, whereas cyanobacteria were dominant during the August
peaks. Water sample chla concentration followed the pattern of the buoy RFUs measurements
with greatest concentrations in late July 2015 (> 50 pg/L) and the bimodal peaks in 2016 and
2017 had concentrations around 20 pg/L. Chlorophyll RFUs measured at the Sandusky buoy was
more variable throughout the summers with several peaks per year that reached greater RFUs
than the Gibraltar buoy (Fig. 4b). Chlorophyll concentrations in the water samples did not track
with buoy RFUs.
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2016, and 2017 estimated by total chlorophyll a sensors (relative fluoroscence units; gray lines), and total
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Water clarity (NTUs) measured at the Gibraltar buoy during 2015 followed a similar
pattern as cyanobacterial biomass peaking 336.8 on July 25, but there were a few minor peaks in
May and June (Fig. 5a). NTUs measured in 2016 and 2017 were much lower than 2015, with a



few smaller peaks detected early and late summers. Water sample TSS temporal pattern aligned

with buoy NTU each summer. At the Sandusky buoy, extremely high NTUs (>1000 NTUs) were
recorded each summer after mid-August (Fig. 5b); however, these high values could be the result
of fouling on the water quality sondes (Fig. 2). Before mid-August, higher NTUs were measured

during 2015 than 2016 and 2017.
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(A) and Sandusky (B) data buoys

during summer 2015, 2016, and 2017, and total suspended solids (brown dots) measured in water samples collected

next to the data buoys.

Correlations between buoy and water samples

For Gibraltar buoy data, an ANCOVA test for homogeneous slopes found significant
interactions (P < 0.05), among year, buoy data (the covariate) and water sample data (the
dependent variable) indicating that regression trends were different each year, and this was true
for all 4 time frames investigated and all buoy-water sample data pairs (Table 1). In general, the
1-hour time frame had the most robust relationship (highest R? value) for all years and
parameters, and Figure 6 displays the relationships between 1-hour averaged buoy data and water

sample data.
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Table 1. Linear regression statistics between water sample data collected next to the Gibraltar buoy data and the
buoy data over 4 time frames. All coefficients were significantly different among years as indicated by failed
ANCOVA test for homogeneity each year. Asterisks indicate P values of the regression: * P <0.1; ** P < 0.01; ***
P < 0.001. Bold and italics indicate the best relationship between buoy and water sample data.

Cyanobacteria: Buoy PC RFU vs Water Sample Cyanobacteria-Chl a (ug/L)

2015 Y'SI 6600v2 2016 YSI EXO2 2017 YSI EXO2
Time Frame Slope R? Slope R? Slope R?
Time of Sample 24,549%** 0.796 NS 0.000 13.911*** 0.729
1 hour prior 27.796*** 0.850 NS 0.018 14.142%** 0.752
4 hour prior 25.984*** 0.828 NS 0.042 15.407*** 0.698
Daily Average 28.973*** 0.771 NS 0.091 14.912*** 0.736
Cyanobacteria: Buoy PC RFU vs Water Sample Cyanobacteria Biovolume (um3/mL)

2015 Y'SI 6600v2 2016 YSI EXO2 2017 YSI EXO2
Time Frame Slope R? Slope R? Slope R?
Time of Sample 3,358,438*** 0.843 NS 0.001 2,794,873* 0.440
1 hour prior 3,293,269*** 0.850 NS 0.028 2,414,589* 0.377
4 hour prior 2,840,735*** 0.816 NS 0.066 NS 0.342
Daily Average 3,657,880*** 0.807 NS 0.069 NS 0.318
Total Algae: Buoy Chl RFU vs Water Sample Chl a (ug/L)

2015 Y'SI 6600v2 2016 YSI EXO2 2017 YSI EXO2
Time Frame Slope R? Slope R? Slope R?
Time of Sample 24.072%** 0.523 3.999*** 0.365 11.640*** 0.630
1 hour prior 24 555%** 0.516 4.210*** 0.396 10.182*** 0.674
4 hour prior 27.125*** 0.537 3.801*** 0.363 11.451*** 0.660
Daily Average 27.675*** 0.518 5.096*** 0.496 10.805*** 0.666
Water Clarity: Buoy NTU vs Water Sample TSS (mg/L)

2015 Y'SI 6600v2 2016 YSI EX02 2017 YSI EX02
Time Frame Slope R? Slope R? Slope R?
Time of Sample 0.659*** 0.738 1.078*** 0.870 0.994**= 0.822
1 hour prior 0.703*** 0.802 0.938*** 0.896 0.949*** 0.830
4 hour prior 0.693*** 0.788 0.969*** 0.829 0.888*** 0.845
Daily Average 0.720*** 0.752 0.964*** 0.799 0.962*** 0.792

Significant (P < 0.001) and highly correlated (R? > 0.80) linear relationships occurred
between buoy cyanobacteria-PC RFUs and water samples cyanobacterial-chla (Fig. 6a) and
cyanobacterial biovolume (Fig. 6b) for all 4 time frames during 2015 and 2017 as separate
datasets (Table 1), but 2016 was not significant (likely due to very little cyanobacteria in 2016).
The coefficient for the PC RFU cyanobacteria-chla relationship in 2015 (27.796 ug chla/L per
PC RFU) was nearly twice that of 2017 (14.142 ug chla/L per PC RFU). Whereas the
coefficients for PC RFU-cyanobacterial biovolume were less different among years (2015:
3,293,269 um®mL per PC RFU; 2017: 2,794,873 um®/mL per PC RFU).
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Figure 6. Linear relationships at the Gibraltar buoy between buoy data (averaged 1 hour prior to water sample

collection) and water sample data. Linear regression lines: 2015 = solid; 2016 = dotted; 2017 = dashed. The 2016
regression line is often covered by other data points. Linear regression statistics are provided in Tables 1 and 2.

Significant (P < 0.001) linear relationships occurred between buoy cyanobacteria-PC

RFU and water sample total MCY concentrations during years 2015 and 2017, but not 2016 (Fig.

6¢). The relationships between buoy PC RFU and MCY concentration were weaker (2015 R? =

0.593; 2017 R?= 0.354) than the buoy PC RFU and cyanobacterial biomass estimate metrics.
Cyanobacterial-chla and biovolume correlated significantly (Table 2; Fig. 6d) and

ANCOVA indicated that there was no interaction between data and years. This result suggests

that FlouroProbe measured cyanobacterial-chla was an appropriate surrogate for cyanobacterial

biovolume.
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Table 2. Linear regression statistics between FluoroProbe cyanobacteria-chlorophyll a concentration (ug/L) and
total cyanobacterial biovolume (um3/mL). ANCOVA indicated that there was no significant difference among slopes

each year.
ANCOVA test for P=0.579

homogeneity of regression slopes Slopes homogenious

Al years Slope 112,478.420

P value; R? <0.001; 0.863

2015 Slope 115,666.527

P value; R? <0.001; 0.840

2016 Slope 212,087.958

P value; R? 0.024; 0.357

2017 Slope 215,913.477

P value; R? 0.020; 0.622

Significant (P < 0.001), but less correlated (R? between 0.27 and 0.67) relationships
occurred between buoy chla RFU and water sample total chla concentration (Table 1; Fig. 6e).
However, as indicated by ANCOVA test for homogeneity, the coefficients were highly different
among years ranging from 5.096 ug chla/L per RFU to 27.125 pg chla/L per RFU. Additionally,
the strongest relationship for each year occurred in different time frames.

Significant (P < 0.001) and highly correlated (R? > 0.80) linear relationships occurred
between buoy NTUs and water samples TSS for all 4 time frames during all years of study
(Table 1; Fig. 6f). The coefficient in 2015 was 0.703 mg TSS/L per NTU and the coefficients for
2016 and 2017 were nearly identical at 0.938 and 0.949 mg TSS/L per NTU, respectively.

For the Sandusky buoy, ANCOVA found no interactions among year, buoy data, and
water sample data (Table 3). The cyanobacterial biomass relationships were only significant for
the pooled dataset across all years; however, but the highest the R? was only 0.36, indicating a
weak relationship. The total chla relationship was significant across all years and for 2015
separately (but the all-year relationship was driven by 2015). There was no significant
relationship between buoy NTU and water sample TSS at the Sandusky buoy.
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Table 3. Linear regression statistics between water sample data collected next to the Sandusky buoy data and the
buoy data over 4 time frames. All years included all data pooled together, and ANCOVA indicated there was no
significant interaction between year and data suggesting trends were similar each year. Asterisks indicate P values
of the regression: * P < 0.1; ** P < 0.01; *** P < 0.001. Bold and italics indicate the best relationship between
buoy and water sample data.

Cyanobacteria: Buoy PC RFU vs Water Sample Cyanobacteria-Chl (ug/L)

All years 2015 YSI 6600v2 2016 YSI EXO2
Time Frame Slope P value; R? Slope P value; R? Slope P value; R?
Time of Sample 7.358 0.025; 0.331 NS 0.532; 0.104 NS 0.362; 0.119
1 hour prior 7.839 0.032; 0.307 NS 0.445; 0.152 NS 0.677; 0.026
4 hour prior 6.985  0.061; 0.245 NS 0.456; 0.145 NS 0.870; 0.004
Daily Average 9.408  0.021; 0.348 NS 0.158; 0.429 NS 0.883; 0.003
Total Algae: Buoy Chl RFU vs Water Sample Chl a (ug/L)

All years 2015 YSI 6600v2 2016 YSI EXO2
Time Frame Slope P value; R? Slope P value; R? Slope P value; R?
Time of Sample 10.316 <0.001; 0.812 10.488 0.012; 0.812 NS 0.894; 0.004
1 hour prior 10.441 <0.001;0.762 10.638 0.023; 0.765 NS 0.531; 0.083
4 hour prior 9.945 <0.001;0.674 10.490 0.051;0.650 NS 0.389; 0.151
Daily Average 8.648  0.002; 0.608 7.386 0.187;0.388 NS 0.761; 0.020
Water Clarity: Buoy NTU vs Water Sample TSS (mg/L)

All years 2015 YSI 6600v2 2016 YSI EXO2
Time Frame Slope P value; R? Slope P value; R? Slope P value; R?
Time of Sample NS 0.209; 0.358
1 hour prior . TSS data only in NS 0.218; 0.347
4 hour prior TSS data only in 2016 2016 NS 0.237: 0.325
Daily Average NS 0.702; 0.040

Nitrogen and Microcystins:chla ratio

Nitrate concentrations at Gibraltar buoy decreased throughout summer each year (Fig. 7),
although the maximum concentration measured in 2015 was approximately 100 umol/L greater
than maximum levels measured in 2016 and 2017. Nitrate concentration declined to levels less
than 10 pumol/L by mid-August every year, but in 2017 nitrate concentrations increased to 20
pmol/L by early September and then decreased to low levels throughout September (Fig. 7c).
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highest microcystins to cyanobacteria-chla occurred at intermediate nitrate concentrations and decreased with

The MCY per cyanobacteria-chla ratio (MCY:chla) was calculated to indicate the toxin
production per cyanobacteria biomass. During 2015, MCY:chla was less than 0.14 throughout
the entire summer and ratio values decreased to less than 0.07 after September 1 (Fig. 7a).

decreased nitrate concentrations.

During 2016, MCY:chla ranged from 0.08 to 0.30 during July and August, and then decreased to
values less than 0.06 in September (Fig. 7b). During July and mid-August of 2017 the MCYchla
was highly variable but, in general, decreased to values less than 0.08 by the end of August (Fig.

7¢), and then MCY:chla increased from 0.08 to highest values of 0.39 by mid-September and

then again decreased throughout the second half of September. The decreases in MCY:chla were
associated with decreases in nitrate concentration in all 3 years, and the lowest MCY:chla values

occurred when nitrate concentration was less than 10 umol/L (Fig. 7d). A similar pattern was
observed between MCY :chla and total nitrogen concentration and the ratio of total nitrogen to
total phosphorus, but not total phosphorus, dissolved reactive phosphorus, and ammonium-

nitrogen concentrations (not shown).

Every-meter phytoplankton data
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Buoy measured cyanobacteria RFU and the converted RFU-to-cyanobacteria chla
concentrations are displayed in Fig. 8. Highest biomasses of cyanobacteria during late July
through September 2015.
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Figure 8. Cyanobacteria abundance at the Gibraltar buoy during summers 2015 as phycocyanin relative
fluorescence units (RFU) and RFU converted to cyanobacteria chlorophyll a concentration.

The every meter sampling indicated that cyanobacteria were not evenly distributed
throughout the water column on some dates but were evenly distributed on other dates (Fig. 9).
For example, on July 28, 2015, cyanobacteria chla concentration peaked at 71.5 pg/L at 0 m and
declined throughout the water column to 10.5 pg/L at 5 m. An example of cyanobacteria evenly
distributed throughout the water column occurred on August 7, 2015, when chla concentration
ranged from 11.2 t013.8 pg/L. Much lower cyanobacteria chla concentrations were recorded in
2016 and 2017.

Depth (m)
11
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Figure 9. Isopleths of cyanobacteria chlorophyll a concentration measured at every meter from the surface to 5
meters throughout summers 2015, 2016, and 2017. Note the difference in color scale among the three years.

A comparison of buoy RFU converted-cyanobacteria chla to cyanobacteria chla
measured throughout the water column showed that were occurrences when the buoy both under
and overestimated the cyanobacteria chla at specific depths (Fig. 10). Data points that lay above
the 1 to 1 line (dotted line) indicate the buoy underestimated cyanobacteria chla concentration at
the particular depth, whereas those beneath the 1 to 1 line indicate the buoy overestimated
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cyanobacteria chla concentration. For example, on July 28, 2015, the buoy estimated the
cyanobacteria chla concentration to be 32.9 pg/L, but the 0 m and 1 m cyanobacteria chla
concentrations exceeded the buoy estimate (71.5 and 51.2 pug/L, respectively), whereas the 5 m
cyanobacteria chla concentration was much less than the buoy (10.5 pg/L). Overall, the buoy
tended to underestimate cyanobacteria chla concentrations at 0 m while overestimating the
deeper cyanobacteria chla concentrations.
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Figure 10. The relationship between buoy measured cyanobacteria chlorophyll a concentration and cyanobacteria
chlorophyll a concentration throughout the water column. Data points that lay above the 1 to 1 line (dotted line)
indicate the buoy underestimated chl a concentration, whereas those beneath the 1 to 1 line indicate the buoy
overestimated chl a concentration.

Wind speed data was used to determine if the differences observed between
cyanobacteria chla concentrations measured by the buoy and measured at depth could be
explained (Fig. 11). The percent relative difference (%RD) between cyanobacteria chla
concentration measured by the data buoy and throughout the water column showed how much
cyanobacteria biomass at depth differed from the buoy measurement. The greatest range of wind
speed occuredl hour before sampling (0.85 to 10.25 m/s) and the wind speed range decreased
with longer time frames. There was high %RD across the range of the 1-hour window before
sample collection (Fig. 11a), which indicates that cyanobacteria position in the water column
was not affected by wind over a short time span. As longer time frames were considered, the
%RD decreased with increased wind speed.
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Figure 11. The percent relative difference (%RD) between cyanobacteria chla concentration measured by the data

buoy and throughout the water column as a function of wind speed.

Because the %RD decreased with increased wind speed, the average %RD for each depth
at wind speeds less than and greater than 4.5 m/s were calculated (Table 4). There was a greater
difference in %RD between low and high wind speeds near the surface and less difference in
%RD between the wind speeds deeper in the water column. For example, 12 hours before
sample, buoy and chla at 0 meter were 52.9% different at low wind speeds and only 18.1% at
high wind speeds, whereas, at 5 meters, the differences were 38.9% and 31.2% for low and high
winds, respectively. Additionally, surface chla deviated more from the buoy than bottom chla in
low vs. high winds, but high winds resulted in the surface chla to be more similar to buoy than
bottom chla. The smallest difference (16.8%) between buoy and water sample occurred at the 1
meter depth during high wind speeds when the buoy data 12 hours before sample collection was

average.
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Table 4. The average of the absolute value of percent relative differences between cyanobacteria chla concentration
measured by the data buoy and throughout the water column as a function of wind speed less than 4.5 m/s and
greater than 4.51 m/s and as time before sample collection.

1 hour 4 hours 8hours 12 hours 24 hours

<4.5m/s  >4.5m/s <45m/s >45m/s  <45m/s >45m/s  <45m/s >45m/s  <4.5m/s  >4.5m/s
0Meter  49.8% 29.4% 52.1% 22.9% 50.7% 20.0% 52.9% 18.1% 47.7% 30.0%
1 Meter 35.6% 27.0% 38.1% 21.3% 37.7% 18.6% 39.3% 16.8% 37.6% 20.7%
2 Meter 29.2% 32.9% 32.1% 27.4% 32.8% 24.5% 33.3% 24.2% 35.1% 20.1%
3 Meter 36.9% 32.2% 38.5% 28.7% 38.4% 26.7% 38.8% 27.0% 38.6% 27.5%
4 Meter 33.9% 35.4% 34.8% 33.7% 35.1% 32.5% 35.9% 31.0% 37.7% 27.0%
5 Meter 37.9% 34.2% 38.6% 32.4% 38.2% 32.2% 38.9% 31.2% 38.0% 33.2%
Overall 37.2% 31.8% 39.0% 27.7% 38.8% 25.8% 39.8% 24.7% 39.1% 26.4%

Microcystins throughout the water column

Total microcystins were measured at every meter on two dates during the 2015 bloom
(Fig. 12). On both dates, microcystin concentrations at depth as 0 m, 1 m, and 2 m were 4 to 6
times greater than microcystins at deeper depths. The higher concentrations of microcystins at
the surface corresponded to greater biovolumes of cyanobacteria, especially Microcystis, near the
surface (Fig. 13).

July 28 2015 July 30 2015
Total Microcystins (ug/L) Total Microcystins (ug/L)
0 1 2 3 4 5 0 1 2 3 4 5 6
0 0
1 1
g E»
= =
0.3 S 4
a 8
4 4
S 5

Figure 12. Total microcystin concentrations throughout the water column on two dates in July 2015 at the Gibraltar
Island data buoy.
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Figure 13. Phytoplankton biovolume measured throughout the water column on July 30, 2015, at the Gibraltar
Island data buoy.

Total microcystins were measured weekly from the depth of 5 m throughout summer
2016 (Fig. 14). Microcystins at 5 m followed a similar temporal pattern as surface (0-2
intergraded sample) microcystin concentration with both depths peaking in mid-August.
However, there were 3 occurrences when microcystin concentrations differed between surface
and 5 m depth. On August 11, 2016, surface microcystins were 1.03 pug/L whereas the 5 m
concentration was 0.30 pg/L. The opposite pattern was observed on August 12 and 15, 2016, as
5 m microcystin concentration exceed the surface concentrations by nearly a factor of 3.
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Figure 14. Total microcystin concentrations at the surface (0-2 m intergraded sample) and at 5 meters depth
measured throughout summer 2016 at the Gibraltar data buoy.
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Finding Significance
Buoys as surrogates for water samples

Since the August 2014 “do not drink” advisory in Toledo, Ohio many data buoys and
sondes attached to permanent structures have been deployed in western Lake Erie to serve as an
early warning system for potentially toxic cHABs. Cyanobacterial biomass and MCY
concentration followed a very similar temporal pattern as buoy cyanobacteria phycocyanin
RFUs, suggesting the buoys can serve as an early warning system for cHABs. However, buoy
data should only be interpreted as relative biomass data because the trends between buoy and
water sample data differed among the 3 years. For example, if a water treatment plant operator
noticed increased cyanobacteria RFUs at the intake, it would be safe to assume that more
cyanobacteria were entering the water system and treatment should be adjusted to remove higher
levels of potentially toxic cyanobacteria. On the other hand, a researcher who wished to use buoy
data to calibrate a cHABs-model would first need the exact relationship between buoy data and
water sample data. Although, that researcher could compare the temporal trends of model output
to in situ buoy data.

Buoy chla and cyanobacteria data on the 15-minute time scale was very irregular, which
could have led to flawed interpretations. For example, during this study cyanobacteria PC at the
Gibraltar buoy ranged from 0.07 to 4.97 RFU and had an average of 1.19 RFU. These large
spikes in RFU data were likely due to large Microcystis colonies drifting past the sonde as it was
recording a measurement (Hodges et al. 2017).Viewing the single most recent value could be
misleading, users should consider several data points to get a better interpretation of actual
biomass. Indeed, buoy data averaged over a 1-hour before water sample collection had a better
correlation with water sample data than the buoy data at the time of sample collection.
Furthermore, data over the past 24 hour or several days should be considered to determine trends
in potentially toxic cyanobacteria.

This research highlighted two main flaws of in situ buoy data. First, data from different
buoys may not be directly comparable. There were positive linear relationships found between
buoy data and water sample data for the Gibraltar buoy for every parameter tested, but those
same correlations did not occur at the Sandusky buoy. This difference could have been due to the
lack of service or cleaning of the Sandusky buoy (Fig. 2), which would have minimized water
exchange across the water quality sondes and affected results. Alternatively, the difference may
have been because of the different cyanobacteria communities at the two buoys (Bowling et al.
2016). Microcystis was the only dominant cyanobacteria at the Gibraltar buoy, but a more
diverse cyanobacteria community was present at the Sandusky buoy. For example, Planktothrix,
a filamentous bloom-forming cyanobacterium associated with shallow, light limited waters
(Kurmayer et al. 2016), was often found at the Sandusky buoy due to outflow from Sandusky
Bay (Conroy et al. 2017). Additionally, in late summer (Aug-Oct) Microcystis was found at
Sandusky buoy due to the easterly spread of the western basin Microcystis bloom (Chaffin et al.
2014b). It is plausible that these two cyanobacteria have different fluorescence properties that
result in different RFU readings. The second flaw was year-to-year differences. All three
parameters investigated showed significantly different coefficients over the studied years. User
error during standard preparation or calibration is a potential source of year-to-year variation that
cannot be ruled out, but environmental variables may also be a factor. Cyanobacterial colony
morphometry can have significant impacts on the relationship between fluorescence values and
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biovolume. Similarly, (Hodges et al. 2017) showed there was a stronger linear relationship
between Microcystis single cells and fluorescence than colonial Microcystis forms. Indeed,
single cells of Microcystis made up more than 50% of the total cyanobacterial biovolume
throughout summer 2015, which had tighter correlations between fluorescence and cyanobacteria
biovolume (Table 1). Turbidity was high in 2015, and because algae can alter pigment content
per cell with light climate (Maclntyre et al. 2002; Chaffin et al. 2012), cyanobacteria in 2015
could have had more PC and chla per cell than cyanobacteria in 2016 and 2017. Nutrient status
of algae can also impact fluorescence (Beardall et al. 2001), and nutrient concentrations during
2015 were much higher than 2016 and 2017. Additionally, variations in the content of PC and
chla per cell due to growth phase (Chang et al. 2012) and the presence of extracellular PC
(Bastien et al. 2011) can also lead to inaccuracies between sonde data and cyanobacterial
biomass estimates (Zamyadi et al. 2016). While calibration of the sondes of the Lake Erie sonde
network occurs together (Fig. 1), the data from each sonde may not be directly comparable
across time and space.

Turbidity is a commonly measured parameter as an indicator of water quality. Turbidity
is primarily associated with phytoplankton biomass and suspended solids (sediments from
tributary loading or resuspension from the lake bottom), but high concentrations of colored
dissolved organic matter can also impact turbidity (Wetzel 2001). Buoy measured turbidity, and
water sample TSS were highly correlated, and the trends were similar but significantly different,
among years (Table 1).

Microcystins correlations

Cyanobacterial blooms are troublesome due to their potential to produce high
concentrations of the toxin MCYs. Many lake managers and water treatment facilities have opted
to use real-time water quality sondes that estimate cyanobacterial biomass; however, the water
quality sondes cannot directly measure MCYs. Therefore, users interpreting sonde data are left to
assume that MCY's and cyanobacterial abundance are proportional; conversely, cyanobacterial
biomass and MCY's concentrations often do not correlate in the environment (Dyble et al. 2008;
Millie et al. 2009; Wang et al. 2009; Rinta-Kanto et al. 2009). Additionally, the MCY to
cyanobacteria-chla ratio decreased throughout summer and differed year-to-year (2015 had
lower MCY :cyanobacteria-chla than 2016 and 2017; Fig. 7), which indicates that amount of
MCY produced per unit cyanobacterial biomass was not constant. Nonetheless, within each
bloom season, peaks in buoy cyanobacteria-PC RFU were often associated with an increase
MCY concentrations, but the magnitude of the MCY peak was not scalable with the RFU peak.

Microcystin production by cyanobacteria has been linked to N availability by numerous
studies (Orr and Jones 1998; Long et al. 2001; Horst et al. 2014; Gobler et al. 2016). Nitrate
concentrations at the Gibraltar buoy decreased to low levels throughout each year of the study
(Fig. 7), which is a temporal pattern that has been documented in other years in the western basin
of Lake Erie (Chaffin et al. 2013; Gobler et al. 2016). The MCY to cyanobacteria-chla ratio
pattern followed nitrate concentrations and only low MCY :cyanobacteria-chla ratios occurred at
low nitrate concentrations (Fig. 7d). Additionally, during late August 2017 nitrate concentrations
increased by 20 umol/L and there was a corresponding increase in the MCY :cyanobacteria-chla
ratio (Fig. 7¢). Furthermore, nitrate enrichments to late summer bloom water under experimental
conditions resulted in increased toxin production (Chaffin et al. in review; Harke and Gobler
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2015; Harke et al. 2016a). Taken together, previous studies and the results presented agree that
low N availability constrains cyanobacterial bloom toxicity.

Water quality sonde networks have been deployed in Lake Erie and elsewhere to track
potentially toxic cyanobacterial blooms, with the goal of protecting the public from
cyanobacterial toxins (Jochens et al. 2010). As discussed above, several factors interfere with
relationships between PC RFU data and cyanobacterial abundance, and there is no sound
correlation between cyanobacteria biomass and toxin concentration. Therefore, due to the
multiple layers of uncertainty, sonde PC RFU data should not be used as a direct estimate of
MCY concentration. Although, nitrate concentration data or a general understanding of the
temporal patterns of nitrate concentrations at a given site can improve the decision-making
process. For example, it is known that the highest nitrate concentrations occur in Lake Erie
during early summer and decrease to low levels by the end of August (Chaffin et al. 2013), and
therefore, spikes of PC RFU during early summer should be considered to be highly toxic
whereas peaks of PC RFU later in the season could be assumed to be less toxic. Following that
logic, a water treatment plant operator should use higher treatment doses (such as more activated
carbon) per PC RFU during early summer blooms to potentially remove more cyanobacterial
toxins per PC RFU than late summer blooms. Nevertheless, these guidelines should be used only
as a tool, and not a replacement for sample testing where decisions with enormous ramifications
(such as drinking water safety) are concerned and need to be confirmed by sample testing.

Water column cyanobacteria and relation to buoy data

Cyanobacteria can migrate throughout the water column and often concentration near the
surface of the water (Reynolds et al. 1987; Ganf et al. 1989; Brookes et al. 2003). The vertical
migration of cyanobacteria can be problematic for data buoys with water quality sondes fixed at
one depth. Indeed, the chla concentration measured at a depth of 1 meter by the data buoy often
did not match the chla concentration measured at the surface (above the sonde) or below the
sonde at deeper depths (Fig. 10). Therefore, interpretation of a data buoy’s chla data that is
recorded from a fixed depth cannot be assumed to be equal to the concentration above or below
the sonde.

Wind speed can affect phytoplankton position in the water column. In light winds and
calm water, buoyant cyanobacteria will concentrate near the surface (Hutchinson and Webster
1994; Soranno 1997), whereas, negatively buoyant phytoplankton, such as diatoms, will sink
towards the lake bottom (Webster and Hutchinson 1994; Huisman et al. 2002). In high winds and
rough waters, the buoyancy of cyanobacteria and the sinking rate of diatoms is over-powered by
the water turbulence, and the phytoplankton will be evenly distributed throughout the water
column (Huisman et al. 2002; Brookes et al. 2003). There were more considerable differences
between cyanobacteria chla measured by the buoy at depth during low wind speeds and the
relative difference decreased as wind speed before sampling increased (Fig. 11, Table 4). This
indicates that the cyanobacteria became more-mixed throughout the water column and that the
buoy estimates of cyanobacteria biomass were more extractible to other depths.

The period over which wind speed was averaged affected how to interpret the
relationship between buoy and at-depth measurements of cyanobacteria chla. In the 1-hour
before sampling period, large relative differences between the buoy and at depth occurred at high
wind speeds (Fig. 11a), which likely indicates high winds started just recently before sampling
and there was not enough time to mix the water column. The decreases in relative difference
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between buoy and chla at depth became apparent when 12 and 24 hours of wind speed data were
averaged (Fig. 11d and e), and indicates that cyanobacteria vertical position was more affected
by long-term (12+ hours) than short-term (< 1 hour) wind speeds.

The relationship between buoy and surface (0 m) cyanobacteria chla was different from
the relationship between the buoy and deep chla (5 m). Under calm winds, surface and buoy chla
differed by 52.9%, which indicated that buoyant cyanobacteria migrated above the buoy’s water
quality sonde (0.6-1.0 m in depth). Buoy data would have misled data users by the presence of
noticeable scum at the surface. Contrary to low winds, the smallest difference between the buoy
data and chla at the surface and 1 m (18.1% and 16.8%, respectively) was recorded under high
winds. This indicated that surface buoy measurements are most accurate at high wind speeds
because water turbulence inhibited surface scum formation. However, the difference between the
buoy data and chla at the 5 m was not affected by wind speed (31.2% at low wind speeds and
38.9% at high wind speeds). Therefore, there is going to be an error associated with
interpretation surface buoy data and cyanobacteria biomass at deeper depths. For example, a
water treatment plant operator cannot assume surface buoy biomass data is proportional to
biomass being drawn into the plant from deeper depths, and the difference cannot be corrected
for by wind speed.

Conclusions

Significant correlations occurred between buoy data and water sample data for
cyanobacterial biomass, total algae, and turbidity; however, the trends differed between buoys
and among years. Further, relative trends in the data over time and space can be gleaned, but
these methodologies do not replace laboratory methods for estimation of actual phytoplankton
biomass. In spite of that, cyanobacterial biomass and MCY concentration data from water
samples collected next to the Gibraltar buoy followed a similar temporal pattern as the buoy
cyanobacteria-PC RFU data, which indicates their usefulness as a guidance tool for sectors like
water treatment and beach management. Additionally, the inclusion of nitrate concentration data
can lead to more robust predictions on the relative toxicity of blooms. Low wind speeds over the
previous 12 hours (< 4.5 m/s) led to an underestimation of cyanobacteria biomass at the surface,
whereas high wind speeds (> 4.5 m/s) resulted in more accurate measurements. However,
cyanobacteria biomass estimates 5 meters below the surface were between 31% to 39% different
from the buoy estimate and were not improved when wind speed was considered. Overall,
deployed buoys and water quality sondes that are routinely cleaned and calibrated can efficiently
track relative cyanobacteria abundance and can be used as an early warning system for
potentially toxic blooms.

A flow chart was created to help interpretation of data buoys better cyanobacteria
biomass and extrapolate the buoy data to other water depths. Additionally, the relative risk of
microcystins was also included. The flow chart is specific to systems dominated by Microcystis.
The first division was based on nitrate concentration because highest ratios of microcystin
concentration to cyanobacteria-chla corresponded to nitrate concentrations greater than 7 pmol/L
(0.1 mg NOs-N/L, Fig. 7), and phytoplankton growth is considered N-limited at nitrate
concentrations less than 7 umol/L (Chaffin et al. 2014a). Nitrate concentrations higher than 7
pmol/L are to be associated with a higher risk of microcystins, but additional factors could limit
microcystin concentration, such as low light levels (Chaffin et al. 2018). Summer 2015 had high
nitrate concentrations (Fig. 7) but low water clarity and low microcystin concentrations relative
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to the high Microcystis biomass. The second division on the flow chart is wind speed and the
division is 4.5 m/s (10 miles per hour) averaged over the previous 12 hours. The final division is
depth of concern (surface or at depth). At calm wind speeds, Microcystis will float above the
buoy sensors resulting in an underestimation at the surface, but high wind speeds will mix the
water column and result in biomass estimates that are within 20% of the actual surface
measurements. Wind speeds did not impact the relationship between buoy and cyanobacteria
chla data at depth, and therefore, the users must be aware that there will be an error of 30% to
40% when relying on surface buoy as an estimate of cyanobacteria biomass near the lake bottom,
for example, a water intake.
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Figure 15. A flow chart for better interpretation of cyanobacteria biomass data measured by surface buoys in a
Microcystis-dominated system based on nitrate concentration and wind speed.
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Final Report — Determining Components for a Phosphorus Interceptor to Reduce Harmful Algal
Blooms in the Western Lake Erie Basin. Pl — Daryl F. Dwyer, Ph.D., Department of
Environmental Sciences, The University of Toledo, Toledo, OH.

1.a. Problem and Research Objectives - Harmful algal blooms (HABs) have been observed
annually in the western Lake Erie basin since the mid-1990s; some of the most extensive blooms
were observed in recent years (Bridgeman et al., 2012; Michalak et al., 2013). HABs are due to
complex interactions among multiple factors that may include nutrient input from agricultural
fields, climate change-induced increases in temperature and in the frequency and severity of
storms, and the unique geomorphology of Lake Erie, which is shallow and warm (Michalak et
al., 2013; Smith et al., 2015). HABs in Lake Erie appear closely linked to agricultural nutrients,
specifically nitrogen (N) and soluble phosphorus (SP) (Chaffin et al., 2011; Bridgeman et al.,
2012). An estimated 50% of the total phosphorus (TP) loading to Lake Erie is derived from the
Maumee River (Dolan and McGunagle, 2005) with 49% from agricultural sources (Robertson
and Saad, 2011). Studies indicate (Smith et al., 2015) that approximately 50% of phosphorous
emissions may be derived from subsurface tiles, which suggests that tile drainage is equally as
important as surface runoff. Unfortunately, tile drainage has been overlooked by the traditional
best management practices (BMPs) implemented by agricultural conservation programs that
focus on management and reduction of nutrient transport as surface runoff (Sharpley et al.,
2006). Therefore, we proposed to develop a “nutrient interceptor” to harvest phosphorus from
agricultural-derived water emitted via drainage tiles.

The proposed nutrient interceptor is a simple, easy to install device that can be implemented
throughout the Maumee River watershed and is basically a surface container filled with mesh
bags of replaceable filter media with the appropriate properties to adsorb SP. We previously
evaluated several types of filter media including commercial sorbents, biochar, and mussel
shells, which proved to be the best sorbent with an average 13% reduction in SP. We proposed
to evaluate additional types of natural filter media, including locally-derived limestone, for
comparison with the initial results. The sorbent with the highest SP removal was to be field
tested in nutrient interceptors stationed at farm fields within the Wolf Creek watershed to test the
efficiency of SP-removal. Thus, for this project, three specific objectives were created: (1)
determine the most appropriate filter media and hydraulic retention time for P nutrient
interceptors, (2) investigate rain event-based P loadings from agricultural fields, and (3) quantify
the reduction in P using the nutrient interceptors.

Unfortunately, the field work portion of the project was not successful due to two factors: (1) the
drain tile mains were below the water level in the ditches into which they emptied during rain
storms that occurred after fertilization of the farms fields. Thus, we were unable to place the
interceptors into position. (2) When the water levels were low enough to access the drain tile
mains, fertilizer had not been applied to the fields. To substitute for the field work, we brought
the drainage water to the laboratory, added phosphorous to attain concentrations relevant to those
observed in the field, and set up the nutrient interceptors in the laboratory for testing their effect
on this amended water.



1.b. Methodology

PSM characterization. The selection of a phosphorous-sorbing material (PSM) was prefaced on
availability, cost, and performance. Three materials that were both readily available and
inexpensive were chosen for comparison with respect to performance — each of the test materials
(water treatment plant residuals, quarry-derived limestone, and crushed zebra mussel shells) was
calcium-based; sand was used as a control. Water treatment plant residuals were acquired from
the Toledo Water Treatment Plant, ground and passed through a sieve to obtain sizes less than
850 um. Limestone gravel was obtained from a local quarry. Zebra mussel shells were obtained
from the shoreline of Lake Erie, passed through a series of three sieves to obtain fractions of the
following sizes: < 850 um; 850 um to 2 mm; 2mm and 4mm. Each material (including all three
size fractions of zebra mussel shells) was characterized (Lyngsie et. al, 2015) in triplicate as
follows: (i) Bulk Density. PSM (100 cm®) was weighed and the density calculated. (ii) Porosity.
PSM (40 cm®) was saturated with DI water within a graduated cylinder and the volume divided
by the measured quantity of water. (iii) pH Bench Test. PSM (15 g) was added to DI water (150
mL) and to Maumee River water (150 mL) in 250 mL Erlenmeyer flasks; pH was measured
using a Toledo Mettler Seven Go Pro.

Rates of phosphorus adsorption. PSM (2 g) was placed into solutions (30 mL) containing known
concentrations of SP (0.5, 1.0, 5.0, 10 and 25 mg P/L). The stock solution of SP was made by
dissolving 0.2129 g of KH2POg4 into 1 L of 18-ohm reverse osmosis filtered water, resulting in a
solution of 50 mg P/L. In the initial experiments, to maintain a controlled experimental setting,
the 30 ml of solution was modified Hoagland’s solution containing per liter, 0.0379 g of K>SO,
0.0254 g of NaCl, 0.0568 g of MgSOs, and 0.448 g of CuSO4. This solution approximated the
nutrient composition of the Maumee River. Each setup was done in triplicate and placed on a
bench shaker; water samples (1 mL) were taken at 1, 10, 30, 60 min, 5 and 24 hours after
shaking (120 rpm) commenced, centrifuged to remove solids, and tested (EPA method 365.2,
Rice et al., 2012) for PO+ and reported as mg P/L adsorbed to each PSM.

Phosphorous sorption capacity. Water treatment plant residuals were selected for further
experimentation based on the initial analysis. Samples (5 g) were mixed evenly with laboratory
grade sand (95 g) and placed into six PVC columns (3.8 cm diameter by 20 cm height) in
triplicate (Figure 1). A 45-um filter was added to the bottom of each column to prevent PSM
from passing into collection flasks. Phosphorus solution (1 mg P/L) was added to each column
with constant head pressure, allowed to percolate through the PSM mixture and effluent samples
collected every 30 min for 5 hr. Samples were then analyzed for SP.

Figure 1. Experimental setup to determine the
phosphorous sorption capacity of water
treatment plant residuals.




Efficacy of the nutrient interceptor. The nutrient interceptor (Figure 2) was constructed using
two 19 L open top buckets, two 1.27 cm diameter bulkhead fittings, and a 5-micron industrial
filter. Tile drainage water from a farm field (located in Oregon, OH) was amended with the
stock P-solution to attain a concentration of 2.5 mg P per liter. The water was first tested to
ascertain that the field water did not alter the sorption efficiency or capacity of the nutrient
interceptor. The interceptor contained water treatment plant residual (18% by weight) mixed
with sand to a final mass of 3 kg. Water (40 L) was gravity fed through the interceptor using a 2
meter head at a rate of 3 liters per minute. Water samples (10 mL) from the inflow and outflow
of the interceptor were taken over time until the water was depleted.

S —
—— J Figure 2. Diagram of the nutrient
/ interceptor designed to test the
phosphorous-removal efficacy of the
water treatment plant residuals. A

photograph of the system in the
WTR/Sand laboratory is provided with this report.

1.c. Principal Findings and Results

Rates of phosphorous adsorption. Over a period of 24 hours, the amount of phosphorous
adsorbed to each PSM increased (Figure 3). The water treatment plant residuals demonstrated
the relatively quickest sorption for each tested concentration — sorption was complete within 1
minute when compared to the slower rates for the remaining PSMs. For this reason, water
treatment plant residuals were selected for further testing.

Figure 3. The quantity of phosphorus adsorbed by each PSM over a 24-hour period. The most
rapid adsorption rate occurred with the water treatment plant residuals.
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Phosphorous sorption capacity. Data for each experimental trial — using sand as a control and
the water treatment plant residuals - is provided in Figure 4. The amount of phosphorous
adsorbed by sand decreased over time, which is an anomaly that may be explained only if the
sand had attached phosphorous that was released. More noteworthy are the results using water
treatment plant residuals to which P adsorbed over the 300-minute trial. Note that compared to
the batch systems, in which adsorption occurred almost instantaneously, the flow through
systems used in these experiments allowed for continuous removal of phosphorous over time, but
did attain what appears to be saturation of the PSM.
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Figure 4. The sorption of phosphorous in flow-through systems occurred continuously over time
and leveled-off near the end of the 5-hour experiment, presumably due to saturation of the PSM.

Efficacy of the nutrient interceptor. The nutrient interceptor (Figure 5) had farm field water to
which phosphorous had been amended passed passed through and samples of water analyzed to
determine the amount of adsorbed phosphorous with the data presented as both the reduction in
concentration of P and percentage of P. Initially, reductions of 15% occurred, but this
percentage decreased to 10% as the PSM, presumably, became saturated.

Figure 5. Average reduction of phosphorus (mg/L; red line) and average percent reduction of
phosphorus (%; blue line) of spiked tile drainage water (2.5 mg P/L) calculated for each effluent
sample for the nutrient interceptor (N1) trials. Discrete phosphorus reduction decreases
indicating the gradual tendency to saturation of the WTR.
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1.d. Finding Significance. The water treatment plant residuals worked relatively well within
the scope of this project, especially when compared to other potential PSM material. We
are currently continuing with this project to formulate the residuals into a material that
can be used in large scale nutrient interceptors. Interest in media that can be used to
remove nutrients from agricultural field water is not new. However, the results here
demonstrate that a waste product from water treatment plants can function as a PSM. It
is worth noting that the City of Toledo currently spends millions of dollars each year to
dispose of the residuals. Conversion to a PSM instead of disposal would potentially save
municipalities money and create a product that can be used to improve water quality.
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ABSTRACT

Current methods for estimating peak hot and cold water demands in buildings were developed 80
years ago in the seminal work of Dr. Roy Hunter at the US National Bureau of Standards. Hunter’s
design curve has been incorporated into the Uniform Plumbing Code (UPC) and adopted by water
agencies around the world. Over the years, the performance of water fixtures and demands of
water consumers have changed. Consequently, it is now widely recognized that Hunter’s iconic
design curve significantly over-estimates peak demand for indoor hot and cold water use. Inflated
peak flow values have led to over-sized premise plumbing and improperly sized water meters,

heaters, and softeners.

The hot water component of premise plumbing exemplifies the water-energy nexus on a local scale.
When a building’s water supply system is over-sized, it triggers a cascade of potential water-energy

related problems, including:

e |Inflated construction cost,

e Over-sized water meters and heaters,

e Lost revenue from inaccurate water metering,

e Wasted energy from inefficient water heating and delivery,

e Potential health issues from opportunistic bacteria (e.g., Legionella)

This research computes the water and energy consumption resulting from hot water use in
residential plumbing systems serving households with efficient and inefficient fixtures. A novel
Water Demand Calculator (WDC) is developed to estimate peak water demand expected in
residential settings ranging from single-family homes to a large apartment complex. Not
surprisingly, plumbing systems that serve efficient water fixtures can be smaller in scale (i.e.,
reduced pipe diameters, meters, heater) than the plumbing system serving standard (inefficient)
water fixtures. Simulation of instantaneous water and energy consumption in a typical 2-bath
residential unit shows that annual savings for both water and energy can approach 30 percent each

when rightly-sized plumbing is coupled with highly efficient fixtures.



INTRODUCTION

An estimate of peak water demand is the most important factor for sizing a building’s water supply
system. Water demand in buildings is a random process dependent on other variables such as
building size, fixture type, time of the day, occupancy rate and so on. In 1940, Dr. Roy Hunter, using
the binomial distribution, developed a theoretically rigorous method to estimate the 99 percentile
for peak water demand in buildings subject to congested use patterns. Hunter’s design curve has
been incorporated into the various plumbing codes and adopted by water agencies at home and
abroad. However, with changes in fixture performance and consumer water use habits over the
years, Hunter’s curve significantly over-estimates peak demand for indoor hot and cold water use

in contemporary applications (AWWA 2004; NIBS 2012).

Although theoretically sound, the overprediction of peak water demand by Hunter’s method reflects
its inability to incorporate recent water saving measures or accommodate the complexity of fixtures
and other characteristics of modern plumbing (NIBS 2012). A study of residential water use trends
by Coomes et al. (2010) suggests that low flow fixtures and appliances account for a 16 percent
decline in the average daily water use over the last 20 years, thus effectively reducing water demand
in buildings (Price et al. 2014). Consequently, following the current design practice, premise
plumbing in new buildings is often designed to supply more water than necessary. To compensate
for design discrepancies, ASHRAE (1987) and other professional organizations introduced
modifications to Hunter’s curve. Unfortunately, this makeshift approach is inconsistent and
subjective. Furthermore, it does not provide a precise foundation for the design of smart high

efficiency (water/energy) buildings for the future generations.

Inaccurate design guidance for water supply (i.e., premise plumbing) has profound consequences
for today’s new generation of water and energy conserving buildings. Obsolete water supply design
guidelines produce over-sized plumbing systems and improperly sized water meters. This leads to
a myriad of water —energy problems including: [ i ] inflated construction costs, [ ii ] inaccurate water
monitoring and billing, [ iii ] wasted energy and water through inefficient water heating, and [ iv ]
increased potential health hazards from the risk of microbial contamination (Legionella)
(ANSI/ASHRAE Standard -188 2015). These issues can adversely impact owners, residents, and users

of facilities throughout the public and private sectors.



According to the US Energy Information Administration (2015), energy consumption in the
residential sector accounted for 22 percent of the total energy consumed in the US in 2014. In this
vein, water heating is the second highest sole source of energy consumption in residential buildings
next to space heating. On the average, heating water accounts for about 18 percent of total
residential energy consumption in the US (US EIA 2013). Heating water is also the most energy-
intensive part of the urban water-use cycle compared to the collection, treatment, and distribution
of water (Vieira et al. 2014; Siddiqi and Fletcher 2015). There has been scant attention on the water

energy-nexus at the design phase in the residential water sector.

The relationship between building water and building energy use is complex and depends on the
building type, user behavior and fixture characteristics (Agudelo-Vera et al. 2014). Recent research
on hot water distribution systems has found that many factors influence hot water energy
consumption: fixture flow rates, pipe size, pipe material (Klein 2013), pipe layout (Hiller 2012; Klein
2013) and hot water waste at different fixtures (Lutz 2005; Lutz et al. 2014). These studies focus on
one or two factors at a time. The unknown effect of combined factors on hot water energy
consumption reinforces the importance of understanding the relationship between designing for

hot water distribution and hot water energy consumption.

This research aims to investigate and quantify potential water and energy savings in residential
buildings in which supply pipes serving efficient water fixtures are sized by an improved method. To
achieve this aim, the performance of a hot water distribution system and the corresponding energy
consumed a 2-bath residential building will be evaluated using combinations of the following

conditions:

e Fixture efficiency: inefficient fixtures or efficient fixtures,
e Pipe layout: trunk-and-branched layout or manifold layout, and

e Pipes sizing method: current practice (Hunter’s curve) or improved method (WDC).

METHODOLOGY
This work extends research on defining water use parameters and developing methods for
estimating peak water demand necessary to right size indoor premise plumbing in buildings. The

method is presented in four parts:



e Part one involves the estimation of fixture water use parameters from high-resolution water
demand measurements at single-family homes.

e Part two applies the estimated fixture water use parameters to develop new methods for
estimating peak water demand.

e Part three compares a building’s premise plumbing sized by current conventional design to a
similar building sized using improved estimates of peak water demand.

e Part four examines the impacts of the hot water pipe diameter on a building’s energy

consumption.

Part 1 — Parameters for estimating peak water demand

The key parameters needed to estimate peak water demand in a building are n - the number of
fixtures, p - the probability that a fixture is busy, and q - the fixture flowrate. These three parameters
(n, p, q) apply to both Hunter’s (1940) binomial approach and W.istort’s (1994) normal

approximation of the binomial distribution to estimate the expected peak water demand.

In a review of the methods to estimate peak water demand, Omaghomi and Buchberger (2014)
suggested that both Hunter and Wistort’s method can be improved by using a data-centered
approach to estimate parameters reflecting today’s water use habits. The parameter n is a physical
feature that can easily be measured, while the parameter g can be obtained from the fixture
manufacturer or easily measured on site. However, the probability that a fixture is busy, p can only
be estimated from an extensive water use survey. The peak hour probability that a fixture is busy
(i.e., fixture p-value) was calculated from a residential water use survey (IAPMO data set) with over
1000 single-family homes each having six unique fixture types. Table 1 shows the representative
peak hour p-values and g-values for fixtures in a single-family residential home.

Table 1: Peak hour p-values and g-values for six fixture groups in a single-family home (Buchberger
et al. 2017)

Fixture Bathtub Clothes Dishwasher Faucet Faucet Shower Water
Group washer (Lavatory) (K. Sink) closet
Probability )10 0.0s5 0.005 0.020 0020 0045  0.010
of use
Flow rate
5.5 3.5 1.3 1.5 2.2 2.0 3.0
(gpm)




Part 2 — Estimating peak water demand

In developing his curve for peak water demand, Hunter focused on large buildings with a bank of
fixtures experiencing congested use (i.e., a queue of people has formed to use a fixture). Under
these conditions, it was virtually certain that at least one fixture in the building would be using water
at any instant during the peak period. Congested use effectively pulls the probability distribution
of busy water fixtures away from the lower boundary of zero. The assumption of congested use
works well with large public buildings, but complications arise in single-family homes and other

small-scale dwellings with few people and few fixtures.

In smaller buildings like single-family homes, idle fixtures are the norm even during the period of
peak use. The high probability of idle fixtures in the single-family home implies zero flow
(stagnation) which, in turn, exerts a strong “downward pull” on the predicted peak flow. Wistort’s
method, a simplified version of Hunter’'s method is a normal approximation of the binomial
distribution. Similar to Hunter’s method, Wistort’s method has limitations in its application to small

buildings due to their high probability of idle fixtures.

A zero-truncated binomial distribution (ZTBD) was introduced to address the “downward pull” on
predicted peak flow due to a high probability of idle fixtures in single-family residential homes. The
ZTBD is the conditional distribution of busy fixtures in a building given that at least one fixture is
busy. The ZTBD arises from the parent binomial distribution. By truncating the mass probability of
zero demand and rescaling the remaining probability mass to ensure the conditional ZTBD sums to

one, the predicted flows will represent the demand from at least one busy fixture.

Figure 1 illustrates two cases of binomial distribution and their corresponding ZTBD. As the number
of fixture increases and the probability of zero flow approaches zero (P, = 0), there is a smooth
transition from the ZTBD to the binomial distribution. Hence, the ZTBD provides the missing link
needed to extend the binomial design framework across the full spectrum from large public

buildings to small private dwellings.
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Figure 1: Binomial Distribution and Zero Truncated Binomial Distribution (ZTBD) of busy fixtures in
a group of (a) n =5 (b) n = 20 fixtures each with a probability p = 0.20 of being in use.

Findings by Buchberger et al. (2017) indicate that no single method is suitable to estimate peak
water demand for all sizes of building. As a building size and its number of fixtures increases, the
building’s water demand transitions from discrete to continuous random pulses. A water demand
calculator (WDC) was created in Microsoft Excel to select an appropriate method for estimating
peak water demand depending on the combination of parameters n, p, g. The WDC selects from
methods such as the exhaustive enumeration of the binomial method, a modified Wistort’s method
using the ZTBD and Wistort’s method. Results from the WDC represent the improved estimates of
peak demand used in this report. Further details on the WDC can be found in Buchberger et al.

(2017).

Part 3 —Sizing premise plumbing in a single-family home.

The hot water premise plumbing layout for a typical 2-bath home is shown in Figure 2. Results of
pipe sizing for hot water use at this home are summarized in Table 2 for two instances: (1) Estimated
peak demand and size pipe using Hunter’s Curve (current practice) and (2) Estimated peak demand

and size pipe using WDC (improved method).
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Figure 2: Hot water distribution in a single-family home for a) trunk-and-branch layout and b)
manifold layout

Comparing estimates from current practices to the improved WDC method in Table 2 reveals that
the design demand for single fixtures using the current method differs from the actual fixture flow
rate. For instance, pipes sized by the current practices gives a 3.3 gpm for a bathtub, while the
improved method gives a 5.5 gpm. This is due to the fact that Hunter’s method is not suitable for
premise plumbing design with single fixtures. To arrive at design demand values for single fixtures
using the current method, Hunter’s curve had to be extrapolated from 5 Fixture Units (FU) and 4
gpmto 1 FU and 1 gpm. Furthermore, to reconcile the inconsistency in design demand and demand
flows, the UPC set a minimum allowable pipe size of 1/2 inch. This minimum allowable pipe size
over compensates for dishwashers and lavatory faucets, but ironically under compensates for

bathtubs and combination tub showers.



Table 2: Estimated water demand and corresponding pipe sizes (Copper L) for current practice and
the proposed improved method (WDC) for trunk and branch layout shown in Figure 2

Single fixtures Current Practice Improved Method (WDC)
and links with Pipe
Link | more than one F.UtPC Peak Demand | Pipe Size | Peak Demand | Pipe Size | length
fixture serviced ! Ixture (gpm) (in) (gpm) (in) (feet)
by pipe nits (FU)
1 BT 4 3.3 1/2 5.5 3/4 5.3
2 Cw 4 3.3 1/2 3.5 1/2 10.1
3 DW 1.5 1.4 1/2 1.3 3/8 12.8
4 KS 1.5 1.4 1/2 2.2 1/2 9.7
5 Lav 1 1.0 1/2 1.5 3/8 8.4
6 Lav 1 1.0 1/2 1.5 3/8 9.5
7 Lav 1 1.0 1/2 1.5 3/8 2.1
8 T/S 4 3.3 1/2 5.5 3/4 7.2
9 S 2 1.8 1/2 2.0 3/8 5.8
10 Links 7, 8 5 4.0 1/2 5.5 3/4 13.0
11 Links 1,5, 6,9 8 6.5 3/4 7.0 3/4 10.5
12 Links 10, 11 13 10.0 1 7.5 3/4 11.8
13 Links 2,3, 4 7 6.3 3/4 4.8 3/4 8.6
14 All fixtures 20 14.0 1-1/4 9 1 27.4

e Grey cells indicate links where the pipe diameters for current practice differ from diameters for
the improved method.

¢ Bold red font indicates the case with the larger pipe diameter.

e Pipe sizes are for hot water pipes, based on peak demand and maximum water velocity of 5 ft/sec

Part 4 — Simulating hot water demand pulses and estimating energy consumed.

Background

The daily energy needed to heat the hot water tank depends on the total daily volume of water used
rather than the peak water demand. Because the WDC tool (mentioned in Part 2) gives peak flow
rates but not daily water volumes, a different approach was needed to simulate the volume of hot
water drawn during household fixture use. The Poisson Rectangular Pulse (PRP) concept developed
by Buchberger and Wu (1995) was used to generate indoor residential hot water pulses on a 1-
second time scale. The generated demands were input to the public domain computer code EPANET
to simulate instantaneous hot water use at fixtures inside a typical household for a period of one

year. Figure 3 shows the flowchart linking PRP water demands with EPANET.




Simulating PRP Demand Pulses
With the PRP approach, residential users are assumed to arrive during hour j at household fixture

group k according to a Poisson process with a constant rate ,1J_ . given by,

Q. 1]

a Ty

e

In this expression, T is the dimensionless hourly multiplier reflecting the diurnal demand pattern

of indoor water use at fixture group k (see Figure 4). Qk is the average continuous 24-hr base
demand for a single fixture in group k (see Table 4). The denominator in Equation [1] is the product
of the mean intensity &, and mean duration 7, of the water pulse for fixture group k (see Table

5). The four terms on the right-hand-side of Equation [1] were estimated from residential water

use information in the IAPMO database.

The 24-hr base demand for a single fixture in fixture group k having n, identical fixtures is given by,

Q _ Vk* / Ny [2]
k 1440 minutes%ay

Where Vk* is the average volume of water used per day at a fixture group of N, identical fixtures.
If Vk* is expressed as gallons per day, then the resulting value for Qk given in Equation [2] is gpm

per fixture.

The dimensionless multiplier during hour j for fixture group k is the ratio of the hourly consumption

at the fixture group VJ_ o the average volume of water used per hour at the fixture group and is
given by.

Vi

MV 24
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At each fixture group k, the daily average of the hourly multipliers is unity, i Z”' =10
24 !
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Figure 3: Flowchart to generate PRP pulses necessary and perform hydraulic simulations in EPANET

Since the arrival rate at a fixture follows the Poisson process, the time between water pulses is

exponentially distributed. The time Rj ) between consecutive pulses during hour j at fixture group
kis

_Ln) [4]

R. =
ik lj,k

where U is a uniform random variable between [0, 1]. For generated pulse arrivals, random pulse
intensities and duration are simulated with a log-normal distribution. The necessary parameters to
simulate fixture pulse characteristics using the PRP method were derived from the IAPMO data set

for six unique fixtures groups identified in the IAPMO database. Each fixture was categorized as
10



either efficient or inefficient based on the water consumption per use. Table 3 shows the fixture

classification criteria.

categorized by efficiency.

Note that Bathtubs and Faucets (Kitchen sink and Lavatory) were not

Table 3: Criteria for fixture efficiency

Efficient Inefficient
Fixture Efficiency Criteria Fixtures Fixtures
Clothes water Gallon per load <30 >30
Dishwasher Gallon per use <3 >3
Shower Gallon per minute <25 >2.5

The fixture PRP parameters namely daily base flow, mean and standard deviation of pulse intensity

and duration are in Tables 4 and 5, respectively. Results from the water use survey showed a slight

difference in weekend water use consumption and patterns when compared to weekday water use.

Hence, the simulations of demand pulses included the weekday-weekend effect using the fixture

base flows in Table 4 and multipliers shown in Figure 4 to generate the arrival rate at a fixture. There

was no difference in the pattern of water use between efficient and inefficient fixtures.

Table 4: 24-hour base demand for individual fixtures in six fixture groups in single-family home

Inefficient Fixtures (gpm) ‘

Efficient Fixtures (gpm)

Fixture Weekday Weekend Weekday Weekend
Base Flow Base Flow Base Flow Base Flow
Bathtub 0.0035 0.0040 0.0035 0.0040
Clothes washer 0.0243 0.0364 0.0130 0.0198
Dishwasher 0.0018 0.0020 0.0017 0.0020
Faucet* 0.0055 0.0060 0.0055 0.0060
Shower 0.0149 0.0162 0.0120 0.0131
Water Closet 0.0158 0.0172 0.0080 0.0092

* Faucet represents both kitchen sink and lavatory

11



Table 5: PRP fixture parameters - Pulse characteristics

Pulse Inefficient Fixtures Efficient Fixtures
Fixture . a, Intensity T, Duration a, Intensity T, Duration
characteristics . .
(gpm) (minutes) (gpm) (minutes)
Bathtub Average 4.47 4.99 4.47 4.99
Standard dev. 1.22 2.73 1.22 2.73
Clothes Average 3.79 12.96 2.36 10.54
washer Standard dev. 0.95 2.98 0.90 2.33
) Average 1.16 4.06 1.02 2.05
Dishwasher
Standard dev. 0.27 2.22 0.26 0.59
* Average 0.97 0.61 0.97 0.61
Faucet
Standard dev. 0.23 0.22 0.23 0.22
Average 3.14 7.26 1.87 8.55
Shower
Standard dev. 0.56 2.64 0.33 2.85
Water Average 2.78 1.29 2.14 0.91
Closet Standard dev. 0.75 0.54 0.57 0.34

* Faucet represents both kitchen sink and lavatory

Note that different methods were employed to arrive at the parameters for the WDC and the PRP
method. The fixture peak hour p-values shown in Table 1 were estimated from fixture duration of
use, while the fixture base flow (see Table 4) and hourly multipliers (see Figure 4) were estimated

from the volume of water use at the fixture.

Since the IAPMO database did not distinguish between water use at the lavatory and kitchen sink,
the PRP parameters for faucet were applied to generate arrival times for both the lavatory and the
kitchen sink. About 20 percent of the measured faucet flow rates in the database was greater than
2 gpm. Therefore, the arrivals at faucet were split 80-20 for pulses at a lavatory and kitchen sink
respectively. For example, only 80 percent of the arrivals at a lavatory was actual water use pulses
at the lavatory. Similarly, only 20 percent of arrivals at a kitchen sink were actual pulses at the
kitchen sink. The kitchen sink pulse characteristics were 1.52 (+ 0.50) gpm and 1.01 (+ 0.52) minute

for the intensity and duration of flow respectively.

The simulated frequency and volume of hot water demand pulses at fixtures were remarkably
similar to the expected values based on the input parameters supplied in Tables 4, 5 and Figure 4.

Table 6 shows good agreement between the expected and simulated daily fixture frequency of use

12



and volume. The difference between the expected and simulated daily number of events and

volume was less than £ 2 percent. Also, the small standard error indicates the accuracy of the mean

simulated pulse arrivals and pulse characteristics.
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Figure 4: Fixture demand multipliers for weekday and weekend water use

Table 6: Expected and simulated pulse characteristics for hot water fixtures

[A]
Expected

[B]

Simulated

Percentage
difference between
[A] and [B]

Standard error in

simulation

Fixtures
Hot Water

Volume/Day
(gallons)

Events
/Day

Events
/Day

Hot Water
Volume/Day
(gallons)

Events Volume Events
/Day /Day / Day

Volume
/Day
(gallons)

Bathtub 0.23 4.52
Clothes washer  0.95 16.14
Dishwasher 1.26 2.64
Kitchen Sink 2.75 3.30
Lavatory 10.98 5.13
Shower 1.11 15.43

0.23
0.94
1.27
2.77
10.94
1.11

4.61
15.82
2.65
3.36
5.12
15.38

-1.3 1.9
-1.1 -2.0
0.7 0.5
0.9 1.9
-0.4 -0.3
0.1 -0.3

0.02
0.05
0.06
0.09
0.17
0.06

0.47
1.04
0.13
0.13
0.09
0.83
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EPANET Setup

EPANET has a minimum 1-minute timescale for its hydraulic simulations. Therefore, the fixture
pulses generated on a 1-second scale were consolidated into a 1-minute time scale before
performing hydraulic simulations in EPANET. The duration of the pulse flow was rounded to the
nearest minute (i.e., 85 seconds is rounded down to 1 minute, while 95 seconds rounded up to 2
minutes). To preserve the simulated pulse volume, the pulse intensity was adjusted to fit the new

pulse duration (See Figure 5).
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Figure 5: lllustration of adjusted pulse duration with preserved mass
The EPANET first-order decay function for chlorine concentration was applied to simulate hot water
cooling in pipes. Depending on the pipe size and material, the rate at which heat dissipates through
the pipe wall differs. The decay coefficient, kq of heat through copper L pipes as shown in Table 7,
was calculated using Equation [5] for the different pipe sizes. Note that Equation 5 is a derived

expression from combining the heat capacity formula Q = mcAT and heat transfer formula

Q = % A step by step procedure can be found in Omaghomi (2018) - in review. These derived
decay coefficients for copper L pipes are the bulk coefficient for each link in the EPANET network
setup.
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Table 7: Heat decay coefficient for different sizes of uninsulated Copper L pipes from equation [5]

Nominal pipe size
(inches)
k4, Heat decay
coefficient, (day?)

1/4 3/8 1/2  3/4 1 1-1/4  1-1/2 2

129 875 655 41.7 301 234 19.0 13.7

Other assumptions considered for running EPANET are the desired temperature depending on the

type of fixture and the ambient water temperatures as detailed in Tables 8 and 9.

Table 8: Typical hot water temperatures at fixtures and implied hot/cold water mix

Fixture Usage Temperature (°F) % Hot % Cold
Bath Filling 95 63 37
Clothes washer (hot) 118 100 0
Clothes washer (warm) 87 51 49
Dishwasher 118 100 0
Faucet 105 79 21
Shower and Tubs 110 87 13
NOTE:

Hot Water Temperature (°F) 118

Cold Water Temperature (°F) 55

Fixture usage temperatures are based on recommendations from ASHRAE Applications Handbook.

Cold water temperature represents an annual average temperature for Cincinnati Ohio adopted from US Climate Data.
Cold water temperature was used ONLY to estimate the mixing ratio of hot to cold water for a usage temperature.
Clothes washer warm wash temperature is assumed to be a simple average of cold and hot water temperatures.
Water heater set temperature is assumed to be 120 (°F).

Clothes washer (hot) and dishwasher are set at maximum temperature.

15



Table 9: Cincinnati mean monthly temperatures (U. S. Climate Data 2017)

Month Temperature (°F) Month Temperature (°F)
January 30.5 July 76.5
February 35.5 August 74.5

March 44.5 September 68.0

April 54.0 October 55.5
May 64.0 November 45.5
June 72.5 December 354

Energy Calculations

For this research, the energy calculations on heated water are focused on hot water distribution
system (HWDS) excluding the water heater. Figure 6 shows two different outcomes of energy in hot
water after it has left the heater: it is dissipated (between uses) along the pipe, or it is delivered
(during use) to the end use fixture. The water heater is assumed to be 100 percent efficient, always
delivering hot water at a set temperature of 120 °F. The pipes in HWDS are a control volume in
which previously heated water cools to room temperature. It is assumed that there is no water loss
from leaking pipes and no extra energy is required to move the water through the HWDS. Other
assumptions relevant to the calculations are, water temperature is constant across the pipe length,
the effect of longitudinal mass dispersion (or energy) is ignored as EPANET assumes plug flow, and
finally, the pipes are not insulated. The ambient temperatures were also assumed to be constant
throughout the month. The water temperature at the fixture during use represents actual usage
temperature, needed to calculate the energy delivered. The water temperature in the pipes was

used to calculate the energy dissipated between uses.

Energy in

L. Energy
Hot Water Energy Fllssmated Delivered
from Heater along pipe length at Fixture
—
| —
Control Volume
in Pipe

Water Fixture

Heater (e.g. Shower)

Figure 6: Energy balance in a building’s pipe network
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The energy consumed related to hot water demand was analyzed for the HWDS in a 2-bath

residential building for the following four scenarios:

(i) inefficient fixtures versus efficient fixtures,

(ii) trunk-and-branch versus manifold layout with efficient fixtures,

(iii) pipe sizes determined by the current practices (Hunter’s curve) versus improved
estimates (WDC) and,

(iv) hot water use per unit in a multi-unit building versus single unit building.

Since energy is conserved, the energy required to raise the temperature of one gallon of water
through 1 °F is the energy dissipated when the temperature of one gallon of water cools by 1 °F.
Therefore, the total energy delivered and dissipated from a hot water draw is calculated using
Equation [6].
Era = | G, MAT, dt+ [ AU, AT, dit [6]
t

t
El EZ
Note that the calculation differentiates between flowing and zero-flow states. In a zero-flowing

state,m =0 so the flow-dependent term (first part of Equation [6]) disappears. The second part of

Equation 6 (E>) is the heat loss through the pipes in the flowing and zero-flow states. E;is calculated

by integrating the heat transfer rate through the pipe over time, t.

In a trunk-and-branch network, there are situations where the cooling of hot water in a pipe with
multiple fixtures downstream is interrupted by another hot water pulse from a different fixture. The
energy loss in the shared pipe is assigned to the fixture with the most recent pulse until another
fixture becomes active. For instance, Link 10 in Table 2 is shared by the lavatory and tub/shower-
nodes 7 and 8 respectively. Figure 7 shows overlap in heat loss from the 2" and 6™ pulse. The
energy dissipated after the 2" and 6" pulses will be attributed to node 7 even if the heat from the

15t and 5 pulse at node 8 primed the system.
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Figure 7: 24-hour timeline of hot water demand pulses and temperature decay resulting from the
use of two fixtures in a 2-bath unit in Figure 2a

RESULTS AND DISCUSSION

EPANET was used to simulate the flow and change in temperature of hot water through a typical 2-
bath premise plumbing system. The water use demands at individual fixtures were generated using
the PRP process. Temperature readings were taken at the fixtures and their connecting pipes.
Results for simulated hot water demand pulse and the energy consumed are summarized in Tables
10, 11 and 12 for various scenarios concerning fixture efficiency, network configuration and network
sized by current practice and improved estimates. The total energy entering the pipes as hot water
was categorized into two parts: Energy utilized at the fixtures due to hot water delivered (E1), and

energy dissipated due to heat loss through the pipe walls (E>).

Inefficient and Efficient Fixtures
Due to only fixture efficiency, Figure 8 and Table 10 shows a 30.6 percent reduction in the volume
of hot water consumed and a corresponding 30.6 percent reduction in total energy consumed. The

amount of annual savings in energy is directly related to the reduction of hot water delivered.
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Figure 8: Annual hot water volume, energy consumed and energy cost in a 2-bath home with
inefficient and efficient water fixtures

Premise Plumbing Configuration

The effect of pipe size is important when comparing the annual energy consumed in a 2-bath
building with a trunk-and-branch network to a similar building with a manifold network with
efficient fixtures. In the manifold network, each fixture had a dedicated pipe that runs the full length

as the corresponding fixture in the trunk-and-branch layout (see Figures 2a and 2b).

The total length of pipes in the manifold layout was 263.2 feet holding 4.1 gallons of water, while
the trunk-and-branch layout was 142.5 feet with 3.1 gallons of water. However, for the hot water
line to any given fixture, the volume of the manifold layout never exceeded the volume of water in
the trunk-and-branch layout. This means that, during a hot water use event, less water required
flushing, thus hot water was delivered at higher temperatures to the fixtures in the manifold system.
Furthermore, owing to its smaller pipe volume, the heat lost during waiting periods between hot
water demand was less for the manifold system than the trunk and branch system. Table 11 shows
the average annual energy delivered (E1) in the manifold network was 11.3 percent greater than the

trunk-and-branch layout, meanwhile the average annual energy loss in the pipe (E;) reduced by 5.9

percent.
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Table 10: Annual hot water/energy consumed in a 2-bath residence with trunk-and-branch network sized by Hunter's curve and new
WDC

Total Energy Percentage Percentage Difference
. _ Volume Es E2 . . .
Scenario Statistics (gallons) (kwh) (kwh) Consumed Difference in in Average Total
& (kwh) Average Volume Energy Consumed
Hunters Curve and Average 38050 4260 1380 6060
- . Reference Case

Inefficient Fixture Standard dev. 849 112 7 132
Hunters Curve and Average 26400 2640 1360 4210 306 306

Efficient Fixture Standard dev. 483 66 8 75 ) )

New WDC and Average 26400 2670 1230 4210

- . -30.6 -30.6
Efficient Fixture Standard dev. 483 65 7 75

Table 11: Annual hot water/energy consumed in a 2-bath residence with trunk-and-branch and manifold pipe network sized with a
new WDC method

New WDC and - Volume E, E, Total Energy P.ercentag(.e P.ercentag(.e
Efficient Fixture Statistics (gallons) (kwh) (kwh) Consumed Difference in Difference in
g (kwh) Energy Delivered Energy Dissipated
Trunk-and-Branch Average 26400 2670 1230 4210
Reference Case
Layout Standard dev. 483 65 7 75
Average 26400
Manifold Layout & 2970 1160 4210 11.3 -5.9
Standard dev. 483 70 7 75
Table 12: Annual hot water/energy per unit consumed in a building with 2-bath units sized with the new WDC method
New WDC and o Volume E, E, Total Energy P.ercentag(.e Per.centage Difference
Efficient Fixture Statistics (gallons) (kwh) (kwh) Consumed Difference in in Average Total
g (kwh) Average Volume Energy Consumed
Average 26400
1 Unit/ Building g 2670 1230 4210 Reference Case
Standard dev. 483 65 7 75
Average 26450
2 Units/ Building & 2740 1320 4220 0.18 0.23
Standard dev. 370 52 8 59
Average 26480 2710 1360 4220
4 Units/ Building & 0.28 0.33
Standard dev. 299 41 5 48

NOTE: The terms E;1 and E; are as described in Equation 6
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Pipe Sizing Method

Updating the peak demand estimates and right-sizing the premise plumbing accordingly
(improved method) for a 2-bath home resulted in an 18 percent decrease in the total volume of
hot water within the distribution network. There was a mix of increase and decrease in single
fixture pipe size. For the 2-bath home example, the decrease in volume is largely from pipes
serving two or more fixtures downstream. Reduced pipe sizes result in a corresponding decrease

in the waiting time or hot water at a fixture, given the same flow rate.

As shown in Table 7, the heat decay coefficient of a small pipe is greater than those of larger pipe
(e.g., 65.5 per day for 1/2” pipe and 41.7 per day for a 3/4” pipe). Given the same demand pulse
characteristics and pipe length between the heater and a fixture, the temperature at a fixture
will differ solely due to the pipe size difference. The temperature of hot water delivered at a
fixture with a smaller pipe will be slightly lower than that of a similar fixture at the end of a larger
pipe. The higher heat decay coefficient in smaller pipes are responsible for the higher rate of

heat loss from the pipes.

Due to the difference in pipe sizes from the pipe sizing methods, about 1 percent increase in the
annual energy delivered and 9.7 percent decrease in the annual energy dissipated can be
calculated from the values in Table 10. Depending on the fixture efficiency, pipe sizing method
and pipe layout, the average annual energy consumed related to pipe characteristics (E2)
accounted for about 23 percent to 32 percent of the total annual energy consumed.
Correspondingly, the bulk of the annual energy consumed related to water heating, i.e. energy
delivered (Ei1), accounted for about 62 percent to 70 percent of the total annual energy

consumed.

Building Size

The energy simulations were extended to buildings with multiple of 2-bath units to investigate
hot water and energy consumption in larger buildings. The national average annual energy
consumed due to water heating was 4,471 kWh and 5,403 kWh per single-family household
attached and detached respectively (US EIA 2013). In the same report, the average annual energy
consumed by water heating decreased per household for multi-apartment buildings. The results
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in Table 12 show no notable change in the average annual energy consumed per unit in buildings
with 2 or 4-units. This is because the demand pulses for the multi-unit building were simply

multiple simulations of hot water use in a single unit.

Although this research did not report any effect of reduced pipe size on energy consumption in
multi-apartment buildings, Table 13 shows there will be significant reductions in the expected
demand and the corresponding pipe size for pipe mains supplying water to multiple units. There
is greater than 47 percent reduction in estimated demand leading to a drop in two or more pipe

sizes in larger buildings with multiple units.

Table 13: Pipe sizes for water demand in large buildings

Building Size:  Number Hunters Curve New WDC Percentage ~ Number of
Number of Demand Pipe Size Demand PipeSize  Decrease in Pipe Size
of Units Fixtures  (gpm)  (inches)  (gpm) (inches) Expected Flow Drop

1 11 17 1-1/4 9 1 -47.1 1
2 22 29 2 11 1 -62.1 3
4 44 44 2 15 1-1/4 -65.9 2
10 110 75 3 22 1-1/2 -70.7 3
20 220 125 3-1/2 35 2 -72.0 3
50 550 240 5 71 2-1/2 -70.4 4
100 1100 375 6 125 3-1/2 -66.7 3

These results are subject to the following limitations:

° Fixture parameters extracted from the IAPMO database were calculated per unit fixture.
No adjustments were made based on the number of residents in the surveyed households.
Therefore, the simulated demand pulses are representative of an average of 2.72 residents
per household.

° A Lutz (2005) discussed, 20 percent of hot water wasted. The IAPMO water use database
had results for all water use events (cold and hot). Therefore, the fixture pulse parameters
from the IAPMO database already incorporates the peculiar human behavior of waiting for
hot water. The energy delivered (E1) in this report accounts for both wasted and useful hot

water.
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CONCLUSION

Hot water distribution is a key component of premise plumbing. It is therefore important to
understand how changes in fixture efficiency and pipe sizing affect hot water and energy
consumption in residential buildings. In this study, the generation of realistic hot water pulses at
individual fixtures using MATLAB and simulation of temperature changes within pipes using
EPANET provided clear insights on the water/energy implications of right-sized premise plumbing

systems.

Sizing pipes with the new WDC method reduce the amount of water between the heater and a
fixture, thus minimizing structural waste by reducing the waiting time for hot water at a fixture.
Similarly, the use of efficient fixtures in rightly-sized premise plumbing systems reduces water
and energy consumption associated with hot water use in the building. The 2-bath example in
this report shows a 30 percent reduction in annual energy consumed resulting in about $222 of

annual cost saving for a single-family residence at a Cincinnati rate of $0.12/kWh.

Review of simulated short duration, low flow pulses especially at the lavatory and kitchen sink
reveals that only about half of the hot water drawn from the heater is delivered to the fixture.

This result is consistent with field observation of Lutz et al. (2014).

If the time between consecutive hot water use exceeds two hours, the hot water line will cool to
room temperature. In this case, energy added by the water heater does not reach the end use,
but instead dissipates along the supply line. Insulating pipes will reduce the rate of heat loss in
the pipe. Investigating the effect of insulated pipes on the total energy consumed is suggested
to quantify the cost-effectiveness of hot water pipe insulation. EPANET does not simulate
longitudinal mass or heat dispersion in pipes. Future work should consider comparing measured
hot water pulses to EPANET simulated water demands to assess the importance of including

dispersion when simulating the temperature of the water reaching a fixture.

23



REFERENCES

Agudelo-Vera, C., Pieterse-Quirijns, |., Scheffer, W., and Blokker, M. (2014). "Water and Energy
Nexus at the Building Level." REHVA Journal, 12-15.

ANSI/ASHRAE Standard -188. (2015). "Legionellosis: Risk Management for Building Water
Systems." ASHRAE: Https://www.Ashrae.Org/.

ASHRAE. (1987). American Society of Heating, Refrigerating and Air-Conditioning Engineers
Handbook. American Society of Heating, Refrigerating, and Air-Conditioning Engineers, Inc.,
Atlanta, GA.

AWWA. (2004). Sizing Water Service Lines and Meters: Manual of Water Supply Practices (M22).
American Water Works Association, Denver, CO.

Buchberger, S., and Wu, L. (1995). "Model for Instantaneous Residential Water Demands."
J.Hydraul.Eng., 121(3), 232-246.

Buchberger, S., Omaghomi, T., Wolfe, T., Hewitt, J., and Cole, D. (2017). "Peak Water Demand
Study: Probability Estimates for Efficient Fixtures in Single and Multi-family Residential
Buildings&nbsp;" Rep. No. Executive Summary, IAPMO, Online.

Coomes, P., Rockaway, T., Rivard, J., and Kornstein, B. (2010). "North America Residential Water
Usage Trends Since 1992 ." Water Research Foundation, Denver, CO; 148 p; accessed May 30
2015 at http://www.waterrf.org/PublicReportLibrary/4031.pdf.

Hiller, C. C. (2012). "Comparison of Heat Loss and Water Waste Characteristics of Bundled vs.
Single Pipe Hot Water Distribution Systems." ASHRAE Trans, 118(1), 901-907.

Hunter, R. B. (1940). "Methods of Estimating Loads on Plumbing Systems." Rep. No. BMS65, US
National Bureau of Standards, Washington DC.

Klein, G. (2013). "Efficient hot-water piping: smarter layouts and right-sized pipes save time,
water, and energy." The Journal of Light Construction, 31(6), 73.

Lutz, J. (2005). "Estimating Energy and Water Losses in Residential Hot Water Distribution
Systems." Rep. No. Paper LBNL-57199, Lawrence Berkeley National Laboratory, University of
California, Berkeley, CA.

Lutz, J., Lanzisera, S., Liao, A., Fitting, C., Stiles, C., and Kloss, M. (2014). "Reducing Waste in

Residential Hot Water Distribution Systems." Rep. No. CEC- 500-2015-004., California Energy
Commission, Lawrence Berkeley National Laboratory, CA.

24


http://www.waterrf.org/PublicReportLibrary/4031.pdf

NIBS. (2012). "Moving Forward: In-Depth Findings and Recommendations from the Consultative
Council." National Institute of Building Science, 2012 Consultative Council Report.

Omaghomi, T., and Buchberger, S. (2014). "Estimating Water Demands in Buildings." Procedia
Engineering, 89(0), 1013-1022.

Omaghomi, T. (2018). "Estimating Peak Water Demand in Buildings with Efficient Fixtures:
Methods, Merits, and Implications". University of Cincinnati, Cincinnati, Ohio.

Price, J. I., Chermak, J. M., and Felardo, J. (2014). "Low-flow appliances and household water
demand: An evaluation of demand-side management policy in Albuguerque, New Mexico."
J.Environ.Manage., 133(0), 37-44.

Siddigi, A., and Fletcher, S. (2015). "Energy Intensity of Water End-Uses." Curr Sustainable
Renewable Energy Rep, 2(1), 25-31.

u. S. Climate Data. (2017). "Climate Cincinnati - Ohio."
https://www.usclimatedata.com/climate/cincinnati/ohio/united-states/usoh0188 (August 28,
2017).

U.S. Energy Information Administration. (2015). "Monthly Energy Review - June 2015." Rep. No.
DOE/EIA -0035(2015/06), U.S. Energy Information Administration, 214 p, accessed: June 30, 2015
at http://www.eia.gov/totalenergy/data/monthly/.

US EIA. (2013). "Residential Energy Consumption Survey (RECS) 2009 Survey Data." U S Energy
Information Administration, accessed August 20, 2017 at
https://www.eia.gov/consumption/residential/data/2009/index.php?view=consumption#end-
use.

Vieira, A. S., Beal, C. D.,, and Stewart, R. A. (2014). "Residential water heaters in Brisbane,
Australia: Thinking beyond technology selection to enhance energy efficiency and level of
service." Energy Build., 82(0), 222-236.

Wistort, R. A. (1994). "A new look at determining water demands in building: ASPE direct analytic
method." American Society of Plumbing Engineers Convention, Kansas City, MO, 17-34.

25


https://www.usclimatedata.com/climate/cincinnati/ohio/united-states/usoh0188
http://www.eia.gov/totalenergy/data/monthly/
https://www.eia.gov/consumption/residential/data/2009/index.php?view=consumption#end-use
https://www.eia.gov/consumption/residential/data/2009/index.php?view=consumption#end-use

Baseline measurements of methane emissions from Piedmont Lake - current and future fracking area

Baseline measurements of methane emissions from
Piedmont Lake - current and future fracking area

Basic Information

Title: Baseline measurements of methane emissions from Piedmont Lake - current and
*[future fracking area

Project Number:[20160H507B
Start Date:|3/1/2016
End Date:|2/28/2018
Funding Source:|104B

Congressional
District:

Research Category:|Climate and Hydrologic Processes

Focus Categories: |Climatological Processes, Non Point Pollution, Wetlands

Descriptors:|None

Principal
Investigators:

Publication

Gil Bohrer

1. Vines C, Rey Sanchez AC, Bohrer G. Using footprint analysis to determine flux measurements source
over a heterogeneous surface. Poster, 10/2017. Fifth Annual Water and Land Symposium at Kent
State University, Kent, OH.

Baseline measurements of methane emissions from Piedmont Lake - current and future fracking aréa



Final Report 2016-2018

Contract Information

Title Baseline measurements of methane emissions from Piedmond Lake -
current and future fracking area

Project Number G16AP00076

Start Date 3/1/2016

End Date 2/28/2018 (including a 12 Month no-cost extension)

Lead Institute The Ohio State University

Principal Investigators | Gil Bohrer

Abstract

Methane is the second most important green-house gas (GHG). Methane is emitted from natural
wetlands ad lakes, and also from natural gas extraction and production operations. The large
uncertainty surrounds both the quantity and mechanisms producing natural methane emissions
from lakes and wetlands, and fugitive methane emissions during hydrofracking, compound in
areas where fracking is conducted near and/or under lakes and wetlands. In such cases, there is a
strong need for baseline observations of the natural emissions which will be used to distinguish
those from additional emissions, if present, related to fracking.

The direct result of this project will be the development of a dataset of observations of baseline
emissions from Piedmont Lake, OH, and an empirical model for the emission rates from the lake.
Though the modelling approach is general and could be applied anywhere, we will use the depth
of data at our field site in the 4H camp at the shore of Piedmont Lake, near future potential
fracking sites. Some of the area around the lake was cleared for fracking activity, and production
may start in the next few years.

Methodology

1)

2)

3)

4)

5)

The establishment of an OSU fracking research site in Piedmont Lake by the USEEL center
has failed and an OSU site will not exist. Our project was leveraging on that site, and
therefore, we were forced to locate a flux tower with measurements of methane emissions.

A site to locate methane measurements was set up in partnership with Derrek Johnson in
West Virginia University. A 20 m tall flux tower was located downwind a planned well pad
locations near Morgantown West Virginia. The tower is relatively tall to allow a wide
footprint area (Figure 1).

Ongoing measurements of meteorological conditions (air temperature, pressure and
humidity, wind, precipitation and incoming radiation) and methane and CO2 fluxes using
eddy-flux are conducted continuously at the West Virginia site since 7/2017 and will
continue until 12/2018. The tower includes an LI7700 open path methane analyzer, and a
closed path isotopic methane analyzer. This tower was funded by NSF.

A campaign for chamber measurements of the fluxes from the river near the tower and
fracking site will start in May 2017 and be repeated monthly June-September 2018.

We used the EC measurements with a neural network modeling approach to model the
baseline fluxes before the start of fracking activity. We will identify fracking related peaks as
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peaks above the baseline after the start of fracking. Fracking-related peaks will also have an
isotopic signature indicative of fossil methane source.

6) We will use a large eddy simulation model (PALM) to combine chamber and EC flux
measurements to determine the potential source locations of emission peaks.
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Figure 1. A site for the flux tower was established in Pentrass WV. A 20 m tall flux
tower was constructed and instrumented (yellow tack “Tower”). The closest active and
planned fracking pads (yellow tack marks), planned horizontal fracking well paths (red
lines), abandoned wells (blue markers), plugged wells (red markers), and active wells
(green markers) are illustrated. A campaign for measurement of methane
concentrations in the air using the West Virginia Mobile air quality lab was conducted in
5/2017. The mobile lab drove from WVU campus in Morgantown to our tower site, and
around the county roads near or tower site. Methane concentrations are illustrated in
color (blue - ambient, near O to red - high concentrations) along a thick line overlaying
the mobile lab sampling path. We found clean (low methane consecrations) throughout
the region, except when in proximity to some active wells.

Major Activity

Unfortunately, the NETL project has failed to secure a study site and activities in the USEEL
Will not be possible. Therefore, it was impossible for us to start our fieldwork at the planned
project period. A 1-year no-cost extension for the project was requested and approved. We have
secured an alternative field site in collaboration with Prof. Derek Johnson in West Virginia
University. The site is near Morgantown WV, on private land, near a fracking pad (Fig 1).
Fracking activity has started in December 2017, a few months after we started measuring the
baseline emissions. This project provide an additional components of chamber measurements in
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a larger NSF-funded project that will fund the construction of a flux tower and the flux analysis
activity. A subcontract from the NSF funding was signed with WVU and field work at the new
site started in May 2017. The tower construction was completed and the site is fully operational
and reporting data since July 2017. We have been coordinating the tower construction planning
through teleconference with Derek Johnson in WVU. We have secured an agreement with the
Olentangy River Wetland Research Center for access to the GCMS for analyzing the chamber
observations and in the process of preparing the needed supplies for the chamber measurement
campaign (sterilizing and evacuating vials).

Findings

A chamber measurement campaign took place in May 2017. We measured bassline methane
fluxes from the field surrounding the tower, and from the near-by river. At each patch type (field,
river) duplicate chamber measurements were taken at 3 locations. The grass field produces no
methane, and some very low rate of methane oxidation occur in the soil. This is important for the
interpretation of the measurements from the flux tower, as it indicates that observations will
represent remote sources of methane and are not influenced by baseline emissions at the local
field around the tower. As expected, some methane emission occurred from the river. Any wet
ecosystem typically produces some methane. Nonetheless, the emissions from the river were
very low. For example, they are about 2 orders of magnitude lower than emissions we typically
observe in natural wetlands. The resulting fluxes we observed are illustrated in figure 2.

CH, flux rate (nmol/m?/s)
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Figure 2. Methane fluxes from grass field and river near flux tower location and fracking site

An automated neural network (ANN) model of the methane concentration at the
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Figure 3. CH4 concentration from WV site. Neural network model is used to estimate CHs
concentration during baseline period (July 20- Oct 1, red line). Horizontal drilling is currently
ongoing. 5% to 95% uncertainty levels of the ANN model are calculated and shown in red
shading. Projecting the model forward to the drilling period will allow identifying above-
baseline peaks.

Significance

The project will provide baseline measurements of methane emissions from natural and
agricultural aquatic ecosystems around the proposed locations of a hydrofracking site. These
observations will allow developing an empirical model for the natural methane emissions from
the water system at the site and will allow determining whether these emissions increase due to
diffused methane release into the ground water after the drilling operations started.
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PART 1 — RESEARCH REPORT

1. Problem and Research Objectives

In Ohio historically-abundant wetland ecosystems have suffered declines of up to 85% since the 18"
century (Dahl 1990). Wetlands provide a wide range of ecosystem services such as regulating
hydrological processes, water quality improvement, sequestering atmospheric carbon via peat
formation, supporting biodiversity including wildfowl and rare plants and providing opportunities for
recreation and education (Zedler & Kercher 2005). The degradation of wetland ecosystems, such as
peatlands, has large financial costs associated with the. For example, Zedler & Kircher (2005) estimated
costs of up to $7,600 ha™ yr™ from lost water supply, between $3,677 and $21,100 ha™ yr* from
alterations to nutrient cycling and between $2 and $3,008 ha™ yr™' from lost recreational opportunities.

Ohio once contained a diverse and abundant array of wetland ecosystems including marshes, swamps,
fens, and bogs. Peatland ecosystems in Ohio are of significant conservation concern as, in addition to
being degraded or destroyed during land-use conversion, remaining systems are at the limits of their
climatic range (Halsey et al. 2000), and have been impacted by drainage, disturbance and nutrient inputs
from surrounding human land-use. Ohio’s bogs therefore are a “canary in the coalmine” for interactions
between climate change and human disturbance. However, we currently have little quantitative
evidence on their current status, history or condition. That is important as the restoration of remnant
peatland areas could provide a significant opportunity to improve the ecological, hydrological and
chemical characteristics of many catchments. Human impacts on peatland ecosystems in Ohio (and
elsewhere) have left them in a parlous state. By the late 1980’s only 2% of Ohio’s peat bogs were
thought to remain (Andreas & Knoop 1992) but there has been no intensive survey of their status since
that time.

Developing a peatland restoration agenda will require better knowledge of Ohio’s existing peatland
resource and the links between historical disturbance, land-use and the ecological structure of these
sites. Our project’s draws on three important historical studies that collectively document the extent
and location of Ohio’s peatlands between the early- and mid-20" century (Dachnowski 1912, Herrick
1974, Andreas & Knoop 1992). These studies vary in coverage and completeness but include sufficient
information to allow historical, degraded and intact sites to be relocated. They also provide some
qualitative assessment of historical site vegetation. They do not provide information on how sites have
changed over the last ca. 40 years or quantitative data on their ecological status, functioning, or
restoration potential.

Our specific objectives were to:

e Use historic maps, reports and aerial imagery to identify and map the locations of existing and
historic peat bogs in Ohio.

e Combine historic maps, aerial images and ground survey to quantify changes in peat bog extent
during two key periods —the 1860s-1950s and 1950s-2010s.

e Map and quantify variation in broad vegetation composition and structure within and between
bogs representing a range of historic disturbance/management histories.

e Relate variation in community composition to land-use and environmental gradients in soil,
weather, and hydro-chemical conditions within and between bogs.



2. Methodology

2.1 Mapping and classifying Ohio’s peat bogs

Peatland classification is complicated by the often interchangeable use of terms such as bog, fen,
swamp, bog forest, marsh, wet prairie, and many others. In recent decades, the usage of these terms
has been debated and standardized (Bridgham et al. 1996), but their definition in older texts can vary
even within those by the same author (Wheeler and Proctor 2000). Our project was focused on Ohio’s
bog ecosystems, defined as acidic, low alkalinity peatlands dominated by Sphagnum mosses, conifers,
and ericaceous shrubs without any assumptions about hydrological process, as suggested by Bridgham
et al. (1996). We began by attempting to relocate all sites defined by Andreas (1985) as bogs, and when
not included in her study, sites with the word bog in the name, or described as bogs in historical or

current site descriptions.

Andreas and Knoop (1992) qualitatively documented changes in peatland extent in Ohio up to the
1980’s. As the article does not include specific site locations, we relocated sites using the authors’
primary sources: a turn-of-the-century survey of peat deposits in Ohio (Dachnowski 1912) and other
historical peatland studies. Andreas and Knoop also referred to herbarium records for their study, but
these have not been included in our study at this time. Historical studies included any of the following
relevant information: township and section, location relative to natural and manmade landmarks,
landowner names (which were searched in county deed records), and rarely, site coordinates. Protected
bog sites with unchanged names were easy to locate by internet search.
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Figure 1: Examples of digitized maps used to evaluate the efficacy of utilizing historical sources to locate peat bog
sites across Ohio and document changes in their extent. From left to right the pictures show a 1900’s era USGS
Topo Map, a 1994 USGS Topo Map and an aerial image from 2007. Areas mapped as peat bog are shown in green.

As a first step in evaluating the efficacy of historical maps for calculating historical bog extent we
assessed 15 bog sites that could be clearly delineated from aerial photographs. This criteria favored
kettle hole bogs and excluded large peatland complexes with wide variation in hydrology and plant
communities. Topographic maps from three different time periods were evaluated for their efficacy in
estimating historical bog extent. United States Geological Survey (USGS) maps from 1900-1920 were
chosen to correspond with Dachnowski’s 1910-1911 peat survey, USGS maps from 1960-1994



corresponded with Andreas and Knoop’s 1976-1991 field inventories, and current National Wetland
Inventory (NWI) maps based on data collected in 2007 were used to represent present-day extent
(Figure 1).

When multiple options were available, the map created closest to 1911 and 1991, respectively, was
selected. Georeferenced historical USGS maps were accessed using topoView, the USGS’s historical map
download portal. The NWI provides wetland extent for current USGS topographic maps. Shapefiles were
created by digitizing wetland extent or selecting polygons that corresponded to descriptions in historical
studies. Wetland area was calculated from these shapefiles in ArcGIS. We continue to add to this dataset
by systematically searching for representations of peat bogs on older 19" Century county and township
maps, to date relatively few of these have been found to reliably show areas of wetland.

Andreas (1985) uses the presence of indicator species to systematically classify Ohio’s peatlands into
bogs and fens, with the occurrence of a single indicator species enough to classify an entire site.
However, few true bog indicator species exist; rather, bog vegetation is distinguished by a lack of
calcareous fen indicator species (Wheeler and Proctor 2000). Tamarack, for example, is used by Andreas
(1985) as a bog indicator, although it can be found outside that habitat. As a result, some fens appear to
be misidentified as bogs. Frame Bog is thus defined by Andreas as a bog, but has now been protected
under the name Herrick Fen, and in Andreas’s own site description was said to have calcareous
indicators. With this in mind, historical site descriptions were revisited, and plant community
descriptions used to divide these “bogs” into high, medium, or low confidence in their classification as
bogs. High confidence was assigned to bogs whose status was confirmed by historical site descriptions,
medium confidence was assigned to bogs whose identity could be neither confirmed or denied due to
lack of data (herbarium records were not referenced in the current project), and low confidence was
assigned to sites whose descriptions included dominant characteristic fen vegetation.

2.2 Peat bog hydrochemistry

We selected nine sites for extensive monitoring of hydrochemistry. These sites selected to represent
largely-intact peat bogs with differing land-use histories and surrounding land-use pressures. At each
site we established multiple transects across the bogs to capture the ecological gradient from lag/moat
conditions at the peatland margin to the core of the bog (Figure 2). Sites varied in their structure. While
many had an open-water zone at their core others consisted of a floating peat dome. The depth and
width of the lag or moat varied noticeably between sites and appeared to be a function of the
physiography of the basin in which the peatland formed. Along each transect we placed multiple
dipwells to monitor groundwater chemistry and measure water table depth. Dipwells were placed to
capture representative locations within each broad vegetation zone crossed by the transect. We also
installed one or more potentiometers to assess variation in water table position at fine temporal scales
and collected monthly samples for detailed nutrient analyses. pH and electric conductivity (EC) of peat
pore water was measured with a portable meter (YSI Pro1030). We completed five measurements per
well approximately monthly from 20-Jun-2017 to 28-Nov-2017. Differences in environmental variables
between broad vegetation type zones were investigated using linear mixed effects models with “site” as
a random factor (R packages “nlme” Pinheiro et al., 2017 and “multcomp” Hothorn et al., 2008)
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2.3 Vegetation community composition

We surveyed vegetation community composition at the nine extensively monitored peatlands used for
the hyrdochemical monitoring. Within each transect we selected one to seven sampling locations to
adequately represent the variety of broad vegetation zones (Figure 2). This resulted in 81 sampling
locations across all sites (six to twelve per site, mean = 9). Initial surveying and data analysis has focused
on assessing variation in bryophyte composition as we wished to test the extent to which this could act
as an indicator of variation in abiotic and biotic conditions within and between peat bogs. Bryophyte
abundance was surveyed once between 12-Jul-2017 and 15-Sep-2017 using quadrat and transect
methods (Figure 2). We also recorded total cover of vascular plants by adding cover of individual species
(well quadrats) and presence counts (point-intercept). Non-metric multidimensional scaling (NMDS) was
used to visualise variation in bryophyte community composition (function “metaMDS” in package
“vegan”; Oksanen et al., 2017). We fitted environmental variables onto ordination using the “envfit”
function in “vegan”, restricting permutations to within-site groups.

2.4 Soil microbial community composition

Samples for microbial community characterization were collected from Browns Lake Bog (n=99) and
Flatiron Bog (n=374), from several habitats at each site: Sphagnum mat zones at both sites, blueberry
shrubland zones at both sites, and tamarack-dominated, historically disturbed, and runoff-impacted
zones at Flatiron. Soil samples were kept at -20C until DNA extraction. DNA was extracted from 0.25g of
soil sample using DNeasy PowerSoil Kit (Qiagen, Germantown, MD) following manufacturer’s
procedures. Extracts were shipped to Argonne National Lab for amplification and sequencing; 16S rRNA
gene amplicons were generated using the Earth Microbiome Protocol pre-2015 primers 515F/806R, and
were sequenced on the Illumina MiSeq with the 2x150bp protocol. Amplicon data were processed with
the bioinformatics software QIIME 1.9.1 (Caporaso et al., 2010) using the 165-RDS pipeline (Nelson et al,
2014), and removing lineages assigned to the family mitochondria and the class chloroplast. Sequences



in each sample were rarefied to 3000 for beta diversity analysis, and the results were visualized with
principal coordinates analysis.

3. Principal Findings and Results

3.1 Mapping and classifying Ohio’s peat bogs

A total of 70 potential bog sites were evaluated in our study (Appendix A), adding 10 sites to Andreas
and Knoop's list of bogs (1992). Of these, 55 were relocated with a high degree of confidence (Figure 3).
We were highly confident in the bog status of 40% of the sites. Bog classification confidence was
moderate for 31.4%, of cases and low for 28.6%. Most large bogs, which in reality are likely to have
consisted of wetland complexes including areas of fen, bog and swamp forest, have been lost or heavily
mined. The majority of sites we identified were located in NE Ohio, though important clusters were
found in NW Ohio, in the area formerly dominated by the Great Black Swamp, and in central Ohio.

In order to evaluate the efficacy of historical maps for calculating historical bog extent, 15 bog sites with
clearly delineated margins were selected (Figure 4). Eight of fifteen (53%) sites are not indicated as
wetlands on early 1900s historical maps. Bogs have not been created between then and the 1980s, so
the discrepancy between maps of different time periods can be attributed to differences in scale or
wetland mapping criteria. Early 1900s maps are at 1:62,500 scale, while more recent USGS topographic
maps have a scale of 1:24,000. The criteria for wetlands to be marked on USGS maps in the early 1900s
are unclear, but they appear to be less accurate and consistent when depicting wetland shape and area.

In three cases, bogs appear only on the most recent NWI maps. It is possible that smaller bogs were
passed over in older maps, or that bogs with open water were less likely to be marked as wetlands due
to already being displayed on the map as ponds. However, Young’s Bog is a counterexample to both of
these ideas, having no open water and being relatively large at 48 ha.

Two of the analyzed bogs show a decrease in area since the early 1900s. Cranberry Bog is a floating bog
island in the Buckeye Lake reservoir, where wave action from boating activity has been decreasing the
size of the island. The area of Camden Lake Bog in the early 1900s map included surrounding wetlands
as well as the bog proper, resulting in an inflated estimate.

Seven sites display a noticeable trend of a slight decrease in wetland extent in the NWI compared to the
1980s-1990s USGS map. Areas extracted from these two more recent maps were visualized alongside
areas listed by Andreas and Knoop (1992) in order to compare evaluate the accuracy of the three data
sources (Figure 5). The NWI was more likely to feature peatlands listed by Andreas as historical
(destroyed), as in the case of Camden Lake Bog and Fox Lake Bog, and less likely to not recognize an
extant peatland, as in the case of Bonnett Pond Bog, and Young’s Bog. However, the classification
system used in NWI does not reflect the unique ecological and hydrological conditions of peat bog
systems.

3.2 Peat bog hydrochemistry

Across the nine sites we sampled, average water table depth (WTD) was 0.6 cm, i.e. just below the
ground but varied greatly between plots as indicated by its high standard deviation (21.2 cm) (Table 1).
Water table was significantly higher (26.9 cm above the ground vegetation on average) in the central
Sphagnum mat zone than in zones closer the margin of the bog. No significant differences in WTD
fluctuation (8.9 + 7.7 cm), pH (4.8 + 0.6) and EC (0.097 + 0.079 uS cm™) were observed between
vegetation zones. As of May 2018 the potentiometers remain in position and lab analysis of
hydrochemistry is on-going.
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Table 1: Average values (standard deviation in parenthesis) of the environmental variables per broad vegetation
zone. Same letters within the same row indicate differences were not statistically significant (a = 0.05).

Floating mat Low shrubs Tall shrubs Woodland
Water table depth (cm) -26.9 (15.6) a 9.9(11.5)b -5.3(24) c 8.9 (16.6) bc
WTD fluctuation (cm) 9.6 (4.3)a 6.1(5.4)a 10.6 (8.6) a 10.4(9.5) a
Microtopography heterogeneity (cm) 17.6(8.2) a 8.4(4.2)b 9.4(4.6) b 7.4(5.4)b
pH 5.3(0.7) a 4.7 (0.5)a 4.8(0.6)a 4.7(0.7)a
Electric conductivity (uS cm™) 0.14(0.1)a 0.07 (0.05) b 0.11(0.1)a 0.08 (0.02) ab
Cover (%) 95 (44) a 101 (43) a 122 (44) a 175 (60) b

1) WTD =-27.5,pH=5.4,EC=0.18
2)WTD =8, pH =4.6, EC =0.07
e 3)WTD=13.2,pH=4.7, EC=0.09
Cover

AMSE

WTD.f

AMSE
SPCA

Figure 6: NMDS ordination of bryophyte cover in quadrats —top = axes 1 v 2, bottom = axes 1 v 3. Ellipses show
standard deviations for clusters of plots with similar abiotic characteristics. Arrows are fitted covariates (length is
proportional to the correlation with ordination): water table depth “WTD”, its fluctuation “WTD.f”, heterogeneity

in microtopography “MTOP”, pH, electric conductivity “EC” and cover of vascular plants “Cover”.

3.3 Vegetation community composition

At our nine surveyed sites, we identified 39 different bryophyte taxa in 74 plots from the quadrat survey
(7 plots were excluded due to lack of bryophytes). The point-intercept transect survey yielded 34 taxa
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from 69 plots. The ordination of bryophyte species composition varied along a first NMDS axis
associated with WTD, EC and pH, and a second axis associated with vascular plant cover (Figure 6).
These environmental vectors had a significant effect on community composition when fitted onto the
ordination, and were used to classify sampling locations, resulting in three groups of distinct hydrology
and hydrochemistry.

3.4 Soil microbial community composition
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Figure 7: Microbiota differ by site, habitat, and depth. (A) Communities across all sites were consistently
dominated by Acidobacteria and Proteobacteria, and showed similar overall phylum-level relative compositions
among sites. (B) Principal coordinates analysis, accounting for genetic relatedness of communities (via Unifrac
distances) and weighted by the relative abundances of members, indicated that Flatiron Bog was home to a larger
diversity of microbial communities than Browns Lake Bog, and the latter was a discrete subset of the former. (C)
Overlaying habitat type information on the same analysis suggested some habitat cohesion across sites. (D)
Communities also diverged gradually by depth; this was clearest when plotting communities by genetic relatedness
but not weighting by relative abundances, indicating that the presence/absence of rarer or more genetically
divergence, low-abundance members may drive the depth patterning.

After processing, 8.15M reads remained for the 473 samples, with an average of 17,085 (SD 6,081) reads
per sample. Acidobacteria (28-49%), proteobacteria (21-31%), and Verrucomicobia (6-12%) were the
three most relatively abundant phyla across the sites irrespective of site or habitat (Figure 7A), with
differences in known nitrogen- and methane-cycling organisms we are currently investigating. For
example, markedly higher Nitrospirae, and high Crenarchaeota (which include the archaeal ammonia
oxidizers), were present in the runoff-impacted site. PCoA analysis showed sample separation by site
(flatiron vs brown lake), habitat, and sample depths (0-90cm) (Figure 7B-D). Notably, Sphagnum
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dominance caused similar overall community compositions between the two sites (Figure 7C), while the
dominance of blueberry did not. Sphagnum spp., high in secondary compounds and generally lowering
site pH as is well described in the literature, acted as a control on belowground community structure
and processes. We continue to explore the specific lineages, and geochemical and vegetation
correlations, in the microbiota at these two sites.

4. Finding Significance

Mapping historic peatlands: Shape files of our identified and classified bogs are available from the
authors and will be publicly archived once the classification is complete and results published. The maps
we’ve developed will provide an important resource for researchers wanting to understand Ohio’s
peatland ecology and managers seeking information relating to targets and contexts for wetland
restoration. We conclude that attempts to estimate changes in historic bog extent based on early USGS
maps are confounded by too many factors to be accurate. Differences in scale, wetland mapping
criteria, and difficulty in identifying the borders of certain sites make accurate estimates of area
prolematic. However, historical maps still contain valuable information on the locations of former
peatlands and can provide insights into land use changes and site history. Our mapping will provide an
invaluable resource that catalogues areas where peatland cover has been lost and that should be a
priority for ground survey to assess restoration potential. The NWI can be used in conjunction with site
descriptions from the literature to define current bog extent. On-going research is focused on
guantifying uncertainty in changes in peatland extent and developing a conservative estimate of
peatland loss. We also aimed to develop a more detailed classification of the sites’ current and past
land-use and land-cover to assess surrounding land-cover, this work is on-going. Our map of current bog
extent can be used to examine current land use pressures on extant sites. Andreas and Knoop’s (1992)
study listed the cause of destruction of historic peatland sites, but the pressures facing Ohio’s remaining
bogs have not been quantified. Using the National Land Cover Database and aerial imagery, we can gain
an understanding of the threats to Ohio’s bogs at a landscape scale.

It appears that, being more difficult to drain, kettle hole peatlands such as those evaluated above are
likely to diverge in land use history from much larger peatland complexes. While the latter pose unique
challenges for delineation, historical maps could be an important source of information on the history of
such sites.

Fifteen sites listed by Andreas and Knoop (1992) could not be located due to a lack of data. Records
from throughout Ohio’s herbaria, including Andreas’s own collections, can be accessed online through
the Consortium of Midwest Herbaria. These fifteen sites and more may be located relatively easily by
searching for herbarium specimens used by Andreas and Knoop (1992).

Peatland hydrochemistry: We have established a detailed initial baseline to understand variation in
hydrochemistry within and between remaining peat bogs. This information can be used as a basis
against which to assess hydrochemistry in sites undergoing restoration. Our sites had a pH at the higher
end of the range typical for bogs. This could indicate some influence from surrounding land use and/or a
non-negligible influence of surface run-off and groundwater. The latter finding would suggest that,
hydrologically, Ohio’s peat bogs are more likely poor fen systems. This is supported by the high EC with a
wide range (33-597 uS cm™; median = 70 uS cm™) compared to 35-78 uS cm™ reported by Andreas and
Bryan (1990). Our results have demonstrated significant hydrochemical gradients within Ohio’s peat
bogs that serve to differentiate important differences in above- and below-ground community structure.

Community composition: Our research has revealed the utility of using bryophytes as indicators of
peatland hydrochemical status. This will facilitate monitoring where resources for detailed assessments
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of varying water table and water quality conditions is not possible. Our microbial data will help us
understand the above- below-ground linkages that determine the carbon balance and ecosystem
function of remaining peatland sites.
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APPENDIX A — LIST AND CLASSFICIATION OF CURRENT AND HISTORIC PEAT BOGS IN OHIO

Table A.1: Peat bogs identified based on analysis of records reported in Dachnowski (1912), Andreas (1985) and Andreas & Knoop (1992). Where not Latitude
and Longitude are given it was not possible to identify even an approximate location beyond the county and township. Confidence reflects our reanalysis of the
ecological status of the sites and our confidence the vegetation community was reflective of an acidophilous vegetation type. It is not a reliable indicator of the
sites’ current or historic hydrological regime. Status reports our assessment of whether the site is extant (E), degraded (D) or historic/destroyed (H).

Site Name Alternate names Latitude | Longitude County Township Section élnacgsei{fiii;t?gr? Confidence | Status
Atwater Center 41.0451 -81.1377 | Portage Atwater Bog H D
Barnacle Bog Portage Ravenna Bog M
Bath Tamarack Bog 41.1773 -81.6437 | Summit Bath H E
Baughman Bog 40.7194 -81.6151 | Stark Sugar Creek L E
Bird Farm Bog Bird Bog 41.0841 -81.2955 | Portage Rootstown Bog H E
Bloody Run Swamp 39.9375 -82.5706 | Licking Harrison Bog L H
Bloomfield Bog 41.4515 -80.8336 | Trumbull Bloomfield Bog M H

Bonnet Lake, Long
Bonnett Pond Bog Lake, Cranberry 40.6631 -82.1388 | Holmes Washington Fen H E
Marsh
Brown's Lake Bog 40.6821 -82.0627 | Wayne Clinton Bog H E
Bucyrus Bog 40.7972 -82.9333 | Crawford Bucyrus L H
Burned Bog Portage Hiram Bog M H
Camden Lake Bog Cambden Lake Bog 41.2428 -82.3351 | Lorain Camden Bog H D
Caston Pond Bog Caston Road Bog 40.9576 -81.5287 | Summit Green Bog M E
Congress Lake 40.9776 -81.3263 | Stark Lake Bog M H
Cranberry Bog g;iigig{;sklznd’ 39.9314 -82.4687 | Licking Licking H D
Eagle Creek Bog 41.2919 -81.0619 | Portage Nelson H E
Eckert Bog 41.1959 -81.3093 | Portage Ravenna Bog H H
Fern Lake ;f‘)';%'(;'eslﬁn Er?dle;Ze 41.4444 |  -81.1750 | Geauga Burton Bog H E
Flatiron Lake Bog 41.0448 -81.3665 | Portage Suffield Bog H E
Florence Bog 41.5331 -84.7786 | Williams Florence H H
Forquier Bog Richland Cass Bog M
Fox Lake Bog 40.8913 -81.6661 | Wayne Baughman 1&12 Bog H D
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Herrick Fen, Frame

Frame Bog 41.2112 -81.3666 | Portage Streetsboro Bog L E
Lake Fen
Garfield Bog 40.9173 -80.9659 | Mahoning Goshen 30& 31 Bog L D
?é?rr;isslver Ashtabula Morgan Bog M E
Guilford Bog 40.7942 -80.8396 | Columbiana | Center 7&8 Bog L D
Hartville Bog 40.9752 -81.3422 | Stark Lake Bog H E
Infirmary Road Bog g“mmonds Nature 412784 |  -81.2407 | Portage Mantua Bog H D
reserve

Karlo Bog Karlo Fen Summit Coventry Bog M

Kent Bog Brimfield Bog? Check | 41.1256 -81.3542 | Portage Brimfield Bog H E
Kline Farm Bog 41.5352 -84.7972 | Williams Florence H H
Lake Township Bog Stark Lake Bog M

Lash's Bog Brewster Bog 40.7011 -81.6143 | Stark Sugar Creek 16 H E
Lehman Bog Eﬁ(:‘t:h;zrﬁ’;ie 414121 |  -84.7270 | Defiance Milford 2&11 Bog H D
Leon Bog 41.6468 -80.6456 | Ashtabula Morgan Bog L D
Similar to Leon Bog 41.6700 -80.6414 | Ashtabula Dorset L D
Long Lake Bog 41.0024 -81.5371 | Summit Coventry L E
Luna Lake Bog 40.9216 -81.6211 | Summit Clinton Bog M D
Lyman Bog Stark Sugar Creek Bog H
McCracken Bog 40.3048 -83.7858 | Logan Liberty L E
Morgan Swamp 41.6516 -80.8937 | Ashtabula Morgan Bog L E
Mud Lake Bog 41.2302 -81.4719 | Summit Hudson Bog L D
New Haven Bog mﬁx:g\ézn Marsh, 41.0088 -82.7691 (HZLa:\(/)v:]ord/ QESVuLna/wen Bog L D
ggé" Washington giﬁﬁ‘éﬂ?ﬁﬁg}sh 409297 |  -82.8698 | Crawford | Cranberry 24,2526 L H
Norton Bog g\?vr;r%fp(,:gg;)éy Bog Summit Norton Bog H

Orrville Bog Orville Bog Wayne Orrville 29 Bog L

Orwell Tamarack | Orwell Swamp, Orwell |1 5157 | g0 8216 | Ashtabula | Orwell Bog M

Bog Bog

Panzer wetland Part of Copley 41.0662 -81.6098 | Summit Copley D

Swamp, Copley Bog
Pettibone Swamp Cuyahoga Solon Bog M
Punderson Lake 41.4624 -81.2102 | Geauga Newberry Bog L E
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Railroad Cranberry

Railroad Bog Bog 41.2917 -81.3973 | Summit Twinsburg Bog H E
Rider Road Bog Geauga Burton L
Rockwell Bog Portage Franklin Bog M
Round Lake Mud Lake 40.6722 -82.1448 | Ashland Lake Bog H H
Savannah Lakes 40.9456 -82.3518 | Ashland Clear Creek L D
Seville Bog Lorain Camden Bog M
Singer Lake Bog 40.9167 -81.4862 | Summit Green 33 Bog H E
Snow Lake South Pond 41.4259 -81.1755 | Geauga Troy Bog M E
Snyder Bog 40.9167 -80.6415 | Mahoning Beaver Bog M H
Solon Bog fjf(‘)‘;gi;ﬁ'g%zggd' 413377 |  -81.3859 | Cuyahoga | Solon Bog L H
St Joseph Bog 41.4959 -84.7763 | Williams St Joseph 8 Bog H H
Steinert's Bog Summit Bath Bog M
Stratton Pond Portage Franklin Bog M
Torrens Bog Licking Burlington Bog H
Triangle Lake Bog 41.1181 -81.2617 | Portage Rootstown Bog H E
;g;keyfoot Lake Summit New Franklin Bog H
Utica Bog Cranberry Prairie Licking Washington Bog M
Utzinger Bog 39.8333 -83.0289 | Franklin Jackson M H
West Swamp Trumbull Braceville Bog M
Youngs Bog 41.0149 -81.4038 | Summit Springfield M E
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1. Summary

In this study, we examined the link between eutrophication and methane production in Ohio
Reservoirs, with a focus on sediment microbial processes. Algal blooms and the associated
negative environmental impacts caused by nutrient enrichment have been identified as a leading
cause of impairment of surface waters in Ohio. One of the understudied negative consequences
of eutrophication is the increased potential for in-lake production and emissions of methane
(CHy), a potent greenhouse gas with a global warming potential 21 times that of CO,. Lab-scale
studies have indicated the potential for increased methane production in lake/reservoir sediments
with labile algal organic matter added, but it is not known whether this relationship translates to
the field scale. This is an important question for Ohio water resource management, as Ohio has a
large number of reservoirs, many of which suffer from eutrophication due to high nutrient inputs,
mainly from agricultural landscapes. The overall objective of this project was to determine the
relationship between the occurrence of algal blooms and sediment CH4 production rates in Ohio
reservoirs, as mediated by sediment organic matter quantity and quality and the sediment
microbial community. We examined these relationships at two spatial scales, highlighting both
within-reservoir and among reservoir variation.

To date we have carried out the analysis for the within-reservoir variability in Harsha Lake, and
those results are presented here; in the coming year we will continue to compile results from the
among-reservoir Ohio-wide sampling as well as finishing off lab analyses. For Harsha Lake,
areal CHy4 production rates were highest in the riverine portion of the reservoir below the main
inlet where sediment organic matter (OM) quantity was greatest, presumably due to high OM
sedimentation rates. The pattern of high CH4 production rates in the riverine portion of the
reservoir persisted even when rates were normalized to OM quantity, suggesting that not only
was OM more abundant in the riverine zone, it was more readily utilized by methanogens.
Sediment stable isotopes and elemental ratios indicated a greater proportion of allochthonous
(terrestrial) OM in the riverine zone than other areas of the reservoir, suggesting that watershed
derived OM is an important driver of CHy4 production in the system. Methanogens were abundant
at all sampling sites but the functional diversity of methanogens was highest in the riverine zone,
likely reflecting differences in decomposition processes or OM quality across the reservoir.
Notably, in contrast to our expectation that water column algal productivity would be a key
predictor of CH4 emission rates, we found that the highest production rates occurred at sites with
a strong contribution of terrestrial OM — indicating that both algal OM and terrestrial OM may be
important substrates for CH4 production in this eutrophic reservoir.

2. Problem and Research Objectives

Increased nutrient loading to lakes and reservoirs can cause eutrophication and an associated
suite of environmental impacts including toxic algal blooms, water column anoxia, fish kills, and
taste and odor problems. As such, nutrient enrichment has been identified as a leading cause of
impairment of surface water ecosystems in Ohio (Ohio EPA, 2014). Eutrophication also has
other less well-known negative consequences, notably the potential for in-lake production and
emissions of methane (CHy), a potent greenhouse gas (GHG) with a global warming potential 21
times that of CO,. Research in southwest Ohio has shown that GHG emissions from reservoirs
draining agricultural watersheds can be exceptionally high (Beaulieu et al. 2014) and a recent
review study indicates that reservoir productivity is the best predictor of CH4 emissions (Deemer
et al. 2016). Methanogenesis (microbial methane production) in aquatic ecosystems is an
important source of methane to the atmosphere, and there is compelling evidence that CH4
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emissions from reservoirs is underestimated and thus not adequately quantified in the global
GHG budget (Bastviken 2011, Deemer et al. 2016). Meanwhile, lab studies have demonstrated
that the addition of fresh algal material to lake/reservoir sediments can stimulate CH4 production
under anoxic conditions by providing a labile carbon source (West et al. 2012, Schwarz et al.
2008). These data suggest that increased algal blooms resulting from nutrient loading may
stimulate in situ methanogenesis, leading to increased CH4 emissions from eutrophic reservoirs.
This would be a significant environmental disservice, but there is a critical knowledge gap
regarding the relationship between algal bloom occurrence and CHy4 production at the scale of
whole ecosystems. A better understanding of this process is required to evaluate the extent of
negative impacts caused by nutrient loading, and to properly place value on nutrient loading
reductions resulting from regulatory or water quality trading approaches (US EPA, 2003).

The objective of this project was to quantify the relationship between algal bloom formation,
sediment organic matter quality, and sediment microbial CH4 production in Ohio reservoirs. We
highlight reservoirs rather than natural lakes, because (1) reservoirs are understudied relative to
natural lakes, yet cover more area than natural lakes (aside from Erie) within Ohio and many
regions, and are growing in prevalence globally (Downing et al., 2006); (2) reservoirs typically
have a high watershed area:lake area ratio, thus tend to receive high sediment and nutrient loads
and are prone to eutrophication (Jones et al. 2004, Dodds and Whiles 2010); (3) recent
measurements in a SW Ohio reservoir have revealed CH4 emissions among the highest ever
reported for freshwaters (Beaulieu et al., 2014, Beaulieu et al., 2016).

Our central hypothesis was that sediment CHy-production rates would be higher and
methanogens more abundant in reservoirs (and at locations within a given reservoir) where
sediment characteristics reflect large contributions of algal-derived organic matter, that in turn
reflect spatial variation in algal blooms. We approached our overall objective by testing the
central hypothesis at two different spatial scales, with the following specific aims:

Specific Aim #1: Determine the relationship between algal-derived organic matter, CH,
production and microbial community structure in sediments from Harsha Lake, over a
within-reservoir spatial gradient in nutrient and algal organic matter loading. Our working
hypothesis is that sediment CH4 production rates and th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>