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Introduction

The University of Alaska Fairbanks (UAF) Water & Research Center (WERC) provides the State of Alaska
with water resource solutions for the challenging Arctic and Subarctic regions. WERC, along with a team of
civil and environmental engineers, hydrologists, limnologists, ecologists, chemists, social scientists,
permafrost scientists, and an array of other faculty, staff and student researchers, strive to understand the
changing environment to improve the quality of life for all Alaskan’s, while protecting the bountiful natural
resources in a fragile ecosystem. UAF is America’s Arctic University and continues to be one of our nation’s
foremost centers of expertise in field-based, cold regions water research.
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Research Program Introduction

The FY2017 104(b) grants continue to reflect the diverse nature of our current research. The 104(b) grants we
received for the funding period were instrumental in allowing a group of WERC-affiliated students to pursue
research projects important to the State of Alaska. FY17 topics included characterization of groundwater
hydrology in two thermokarst lake systems, assessment of climate and land-use change impacts on surface
water runoff and connectivity in a continuous permafrost watershed in the National Petroleum
Reserve-Alaska, a laboratory investigation of the rheology of non-Newtonian fluids for effective remediation
of persistent contaminants from porous media under non-isothermal flow regimes, and a study of variable
lapse rates and mass balance of the Eklutna Glacier in south-central Alaska. Each topic examines an area of
concern to the State of Alaska and is reflective of the broad nature of research WERC actively pursues. In
addition, one 2016 project, which was continued into 2017, is included in this report.

Research Program Introduction
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1. Project Title: Removal of Toxic Heavy Metals from Contaminated Water Using a Metal-
Organic Framework (MOF)-Graphene Oxide (GO) Hybrid Material 

2. Principal Investigator(s): Lei Zhang

3. Abstract
MIL-53(Al)-graphene oxide (GO) nanocomposites of different GO to MIL-53(Al) mass ratios 
were synthesized. The properties of MIL-53(Al)-GO nanocomposites were characterized using 
X-ray Diffraction (XRD), Fourier Transform Infrared Spectroscopy (FT-IR), Brunauer-Emmett-
Teller (BET) surface area measurement and Scanning Electron Microscopy (SEM). Batch 
experiments were performed on MIL-53(Al)-GO nanocomposites for As(III), Ni(II) and Pb(II) 
adsorption from aqueous solution. MIL-53(Al)-GO nanocomposites showed higher adsorption of 
As(III) than pristine MIL-53(Al) and GO. Kinetic and thermodynamic studies were carried out to 
examine the adsorption mechanism. 

4. Problem/Motivation and Research Objectives
Mining in Alaska affects many fresh water sources through heavy use of water in processing ore, 
and water pollution from discharged mine effluent and seepage from tailings and waste rock 
impoundments. Heavy metal pollution is caused when metals, such as arsenic, nickel, lead, 
cadmium, cobalt, copper, silver and zinc, contained in excavated rock or exposed in an 
underground mine come in contact with water. These heavy metals could be harmful to those 
who drink the water, as they are not biodegradable and can accumulate in living tissues, posing 
great threat to both human health and the ecological environment. While there have been 
improvements to mining practices in recent years, significant environmental risks remain that 
can affect the availability of clean drinking water resources in rural and remote Alaskan 
communities. Thus, it is imperative to develop efficient methods to remove heavy metals from 
contaminated waters.  

Major objectives of the research are to: 
(1) Synthesize MIL-53(Al)-GO and characterize its crystal structure and surface area. 
(2) Test the efficacy of MIL-53(Al)-GO for the removal of As(III), Ni(II), and Pb(II) ions and 

explore the relationship of the adsorption capacity of heavy metal ions as a function of the 
mass ratio of MIL-53(Al) in MIL-53(Al)-GO. 

(3) Develop adsorption isotherm models and measure the kinetics of heavy metal removal on 
MIL-53(Al)-GO. 

5. Methodology
Methods and materials 
Materials: Aluminum(III) nitrate nonahydrate (Al(NO3)3∙9H2O), terephthalic acid (H2BDC), and 
N,N-dimethylformamide (DMF) were used to prepare MIL-53(Al). Graphene oxide (GO) was 
synthesized using 99% sulfuric acid (H2SO4), graphite, potassium permanganate (KMnO4) and 
30% hydrogen peroxide (H2O2). Stock solutions of heavy metals were made using lead(II) nitrate 
(Pb(NO3)2), nickel(II) nitrate hexahydrate (Ni(NO3)2∙6H2O), and arsenic ICP standard (10,000 
ppm As in 5% HNO3), respectively. Arsenic ICP standard was purchased from Ricca Chemical 
Company (Arlington, TX) and the other chemicals were purchased from Sigma-Aldrich (St. 
Louis, MO). Methanol used for washing MIL-53(Al) was purchased from VWR scientific (West 
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Chester, PA). All reagents and solvents were analytic grade and used as received. Deionized 
water (DI) was produced using a Thermo Scientific Barnstead NANOpure purifying system 
(18.2 MΩ). Micro porous (4-7 µm) filter papers were used to separate heavy metal solutions 
from the adsorbent prior to atomic spectroscopy analysis. 

Synthesis of GO: Graphene oxide was prepared according to the Hummers method (1) using 0.5 
g of graphite powder, 0.5 g of NaNO3 and 23 ml of H2SO4 (99%). The reagents were mixed by 
stirring in a glass beaker placed in an ice bath for 4 h and kept below 20 ˚C to avoid overheating 
and explosion. KMnO4 (3 g) was then slowly added to the mixture. The ice bath was then 
removed and the temperature of the mixture was increased to 35 ˚C under continuous stirring for 
1 hour. DI water (100 ml) was slowly added to the mixture, the beaker was covered with 
aluminum foil to avoid the mixture boiling off, and the temperature was elevated to 95 ˚C. After 
2 h of heating, the mixture was cooled to room temperature and 100 ml of DI water was added 
and stirred, followed by the addition of 10 ml of 30% H2O2 and about another 30 minutes of 
stirring. Finally the brownish product was washed three times with deionized water, centrifuged 
(8000 rpm, 10 minutes) and freeze dried for 48 hours to obtain GO powder.  

Synthesis of MIL-53(Al)-GO nanocomposite with different MIL-53(Al) mass ratios: MIL-53(Al) 
was synthesized according to the method reported in reference (2) using 0.788 g of 
Al(NO3)3∙9H2O (2.1 mmol) and 0.518 g of H2BDC (3.12 mmol) mixed in 30 ml of DMF. The 
mixture was put in a 100-ml stainless steel autoclave with a Teflon inset at 130 ˚C for 72 hours 
in an oven. The resulting white gel was separated by centrifugation (8000 rpm, 10 minutes), 
washed three times with 30 ml of methanol, centrifuged again in the same manner, and air dried 
overnight at 100 ˚C. The white product was immersed in methanol (30 ml) for 24 hours, and 
washed and centrifuged three times with methanol following the procedures described above. 
Finally, the sample was dried overnight under vacuum at 110 ˚C. 

MIL-53(Al)-GO nanocomposite was then synthesized by dispersing a certain amount of GO 
powder in 30 ml of DMF solution, along with Al(NO3)3∙9H2O and H2BDC. The solution was 
sonicated for 10 minutes to obtain a homogeneous suspension and then subjected to the same 
synthesis procedure followed for MIL-53(Al). Each MIL-53(Al)-GO composite was denoted as n% 
MIL-53(Al)-GO, with n being the weight percentage of GO used in the reaction mixture, 
compared to the total weight of the precursors of MIL-53(Al)-GO. 

Characterization: The crystal structures of MIL-53(Al)-GO, bare MIL-53(Al), and GO were 
examined using a PANalytical X'Pert MRD X-ray diffractometer in the Advanced 
Instrumentation Laboratory (AIL) at the University of Alaska Fairbanks (UAF). A Scientific 
Nicolet 6700 Fourier Transform Infrared Spectrometer in the UAF Chemistry Department was 
used to characterize the functional groups in MIL-53(Al)-GO, bare MIL-53(Al), and GO, to 
determine if MIL-53(Al)-GO was synthesized successfully. A JEOL JXA-8530F Electron 
Microprobe at the AIL was used to examine the morphologies of MIL-53(Al)-GO, bare MIL-
53(Al), and GO. The surface areas of MIL-53(Al)-GO, MIL-53(Al), and GO were measured by 
nitrogen adsorption at 77 K in the UAF Mechanical Engineering materials laboratory. Samples 
were degassed at 120 °C for 12 h before measurement. Surface areas were calculated using the 
BET model. 

Adsorption experiments: Batch experiments of As(III), Ni(II), and Pb(II) adsorption were 
conducted by mixing known quantities of MIL-53(Al)-GO having different MIL-53(Al) loadings 
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(0.4 to 3 g/L) with As(III), Ni(II), and Pb(II) ion aqueous solutions ranging from 10 to 150 ppm 
(10 to 450 ppm for Pb) in polyethylene test tubes. Before adsorption, adsorbents were vacuumed 
to dry at 120 °C for 24 h. The mixtures of adsorbent suspension and metal ion solution were well 
oscillated at room temperature until achieving equilibrium. The solid phase was centrifuged to 
separate from the solution. Concentrations of As(III), Ni(II), or Pb(II) in the filtrate were 
determined using an atomic absorption spectroscopy in the Water and Environmental Research 
Center (WERC) at UAF. 

Adsorption kinetics: Ion solutions consisting of 50 ppm of As(III) and Ni(II) and 150 ppm of 
Pb(II) were added to 0.4 g/L MIL-53(Al)-GO nanocomposite suspensions (3% MIL-53(Al)-GO 
was used for As(III) adsorption and 5% MIL-53(Al)-GO was used for Pb(II) and Ni(II) 
adsorption). Supernatant was collected at different time intervals and the adsorptive uptake was 
measured as a function of reaction time until reaching equilibrium. Pseudo-first-order and 
pseudo-second-order equations were used to explain the diffusion mechanism of heavy metal 
ions on MIL-53(Al)-GO. The pseudo-first-order equation is defined as: 

log(𝑞𝑞𝑒𝑒 −  𝑞𝑞𝑡𝑡) = log 𝑞𝑞𝑒𝑒 −
𝑡𝑡𝑘𝑘1
2.303

 (1) 

where qe and qt are the amounts of heavy metal ions adsorbed (mg/g) at equilibrium and time t 
(min), respectively, and k1 (min−1) is the adsorption rate constant. Values of k1 will be calculated 
from plots of log(qe – qt) vs. t for As(III), Ni(II), and Pb(II) adsorption on the sorbents tested. 
The pseudo-second-order equation is expressed as: 

𝑡𝑡
 𝑞𝑞𝑡𝑡

=  1
𝑘𝑘2𝑞𝑞𝑒𝑒2

+ 𝑡𝑡
𝑞𝑞𝑒𝑒

 (2) 

where k2 (g/mg min−1) is the rate constant of the pseudo-second-order adsorption, and qt is the 
amount of heavy metal ion adsorbed at time t (mg/g). Values of k2 were calculated from plots of 
t/qt vs. t for As(III), Ni(II), and Pb(II) adsorption on the sorbents tested. All experiments were 
conducted in triplicate. 

6. Principal Findings and Significance 
(1) Synthesis and characterization of MIL-53(Al)-GO: 
X–ray diffraction (XRD) patterns of MIL-53(Al), GO and MIL-53(Al)-GO composites are 
shown in Figure 1. The characteristic peaks of MIL-53(Al) at 8.8˚, 15.25˚, 17.75˚ and 11˚ for GO 
confirmed their crystal structures, which were in agreement with the previous work (3, 4). MIL-
53(Al)-GO composites showed diffraction patterns similar to pure MIL-53(Al). Interestingly, 
there was no diffraction peak for GO in the composite, as the low content of GO was shielded by 
the attached MIL-53(Al) particles (5). It was also observed that crystallinity was reduced when 
GO content in MIL-53(Al) increased, which is probably due to the MIL-53(Al) cage separation 
and completely separated GO sheets (6). 

In Figure 2, the FT-IR spectra of GO, MIL-53(Al) and their composites are presented. The 
spectra of MIL-53(Al) and those of the composites looked rather similar. Characteristic peaks of 
GO were observed at 3417 cm−1 for O–H stretching, 1623 cm−1 for C=C stretching, 1722 and 
1407 cm−1 for carboxyl group stretching and 1230 and 983 cm−1 for C–O stretching (4). All of 
the characteristic peaks were also observed in the spectra of MIL-53(Al) and its composites. 
Apart from this, MIL-53(Al) and MIL-53(Al)-GO composites showed other peaks associated 
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with the benzene ring in terephthalic acid ligand (C–H at 1095 cm−1) and –OH stretching at 
around 3500 cm–1. 

BET surface areas of MIL-53(Al), GO and MIL-53(Al)-GO composites are listed in Table 1. 
Surface areas of composites increased as the ratio of GO increased. Additional porosity of the 
developed MIL-53(Al)-GO composites might be the reason for (a) separation of cages of MIL-
53(Al) due to the intersection of GO layers and (b) attachment of epoxy and hydroxyl functional 
groups of GO layers with MIL-53(Al) (6). The highest surface area, which was recorded for 2% 
MIL-53(Al)-GO, is around 18% and 500% higher than pure MIL-53(Al) and GO, respectively. A 
reduction in surface area is observed when the weight percent of GO added is higher than 3%. A 
high content of GO was not suitable for composite formation due to limited capability of the GO 
sheets to attach with MIL-53(Al) in some orientations, which is why n MIL-53(Al)-GO 
composite with low GO content showed higher surface area.  

SEM images of the materials are provided in Figure 3, and show the morphology of GO, MIL-
53(Al) and MIL-53(Al)-GO composites.  

(2) Test the efficacy of MIL-53(Al)-GO for the removal of As(III), Ni(II), and Pb(II) ions and 
explore the relationship of the adsorption capacity of heavy metal ions as a function of the mass 
ratio of MIL-53(Al) in MIL-53(Al)-GO. 
The equilibrium adsorption capacities of GO, MIL-53(Al) and MIL-53(Al)-GO composites are 
shown in Table 2. It is clear that the adsorption of heavy metal ions tested increased as the GO 
content in the MIL-53(Al) increased, but only up to a certain level. As(III) ion adsorption was 
found to be the maximum in 3% MIL-53(Al)-GO composite, and was 58% and 766% higher 
than that in MIL-53(Al) and GO, respectively. In contrast, 5% MIL-53(Al)-GO composite 
exhibited maximum adsorption of Ni(II) and Pb(II) ions, which were 1308% and 61% higher 
than MIL-53(Al) and 108% and 45% higher than GO, respectively. Adsorption is primarily 
dependent on the porosity of an adsorbent. In our study, the maximum surface area was found for 
2% MIL-53(Al)-GO composite, while the maximum heavy metal adsorption was obtained in 3% 
and 5% MIL-53(Al)-GO composites. Similar results have been reported in previous works on 
MOF-GO composites (6). We assume that the pore diameters of 3% and 5% MIL-53(Al)-GO 
composites were suitable (smaller than the molecular size of As(III), Ni(II) and Pb(II) ions) for 
heavy metal adsorption, though further research is required to establish our assumption.  

(3) Develop adsorption isotherm models and measure the kinetics of heavy metal removal on 
MIL-53(Al)-GO. 
Adsorption data were analyzed according to the Langmuir adsorption isotherm model, Equations 
(3), which assumes that adsorption takes place at specific homogeneous sites within the 
adsorbent. 

 Ce
qe

=
Ce

qmax
+

1
qmaxKL

 (3) 

where Ce is the equilibrium concentration of heavy metal ions (mg/L), qe and qmax are the 
equilibrium adsorption capacity and the maximum adsorption capacity (mg/g), respectively, and 
KL is the Langmuir constant (L/mg). Langmuir isotherm parameters for As(III), Ni(II) and Pb(II) 
adsorption are listed in Table 3. The high values of R2 indicate that the adsorption of all of the 
heavy metal ions fit well with the Langmuir model, and the adsorptions were directed by 
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monolayer adsorption on a homogenous surface. Langmuir isotherms for the As(III), Ni(II) and 
Pb(II) adsorption are shown in Figures 4a-c. The maximum adsorption capacities (qmax) of 
composites were much higher than that of the pure MIL-53(Al) and GO. 

Very fast kinetics were observed for all of the heavy metal ions tested. The effect of time on 
As(III), Ni(II) and Pb(II) ions adsorption is presented in Figures 4d-f. The equilibrium adsorption 
times were 60, 30 and 180 minutes for As(III), Ni(II) and Pb(II) ions, respectively. The kinetics 
data were analyzed using pseudo first and second order models (Equations 1 and 2), and it was 
found that adsorption for all the heavy metal ions fit best with the pseudo second order model. 

7. Products (i.e. publications, conference abstracts, patents etc.) 
Tonoy Chowdhury, 2017. Removal of Toxic Heavy Metals from Contaminated Water Using a 
Metal-Organic Framework (MOF)-Graphene Oxide (GO) Hybrid Material Composite (Master’s 
thesis, University of Alaska Fairbanks). 

8. Student support 
One M.Sc. student, Tonoy Chowdhury, was supported directly on this award. 

9. Notable awards and achievements 
Outreach activities included a Summer Water Camp in summer 2016 at the Fairbanks Children’s 
Museum with about 12 children in attendance. The camp attendees were granted a wonderful 
opportunity to learn about water filtration through demonstration and a hands-on activity. 

The research outcomes that resulted from this project were used as preliminary results in Dr. Lei 
Zhang’s NSF CAREER proposal submitted in summer 2016.  
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10. Tables, figures and their captions 

 

Table 1. BET surface area of GO, MIL-53(Al) and MIL-53(Al)-GO composites. 

Adsorbent BET Surface Area  (m2/g) 
GO 213 

MIL-53(Al) 1079 
1% MIL-53(Al)-GO 1154 
2% MIL-53(Al)-GO 1273 
3% MIL-53(Al)-GO 1147 
5% MIL-53(Al)-GO 1050 
10% MIL-53(Al)-GO 817 
15% MIL-53(Al)-GO 775 
25% MIL-53(Al)-GO 365 
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Table 2. Adsorption of As(III), Ni(II), and Pb(II) ions with GO, MIL-53(Al) and MIL-53(Al)-
GO composites (10 mg of adsorbent in 25 mL 100 ppm metal solution for 24 hours). 

Adsorbent 𝑞𝑞𝑒𝑒 for As (mg/g)a 𝑞𝑞𝑒𝑒 for Ni(II) (mg/g)a 𝑞𝑞𝑒𝑒 for Pb(II) (mg/g)a 
GO 5.98 14.18 141.48 

MIL-53(Al) 32.65 2.10 127.61 
1% MIL-53(Al)-GO 49.73 22.65 179.60 
2% MIL-53(Al)-GO 51.43 24.38 183.60 
3% MIL-53(Al)-GO 51.80 22.31 154.00 
5% MIL-53(Al)-GO 44.45 29.58 205.40 
10% MIL-53(Al)-GO 43.53 14.20 151.30 
15% MIL-53(Al)-GO 32.45 27.58 133.10 
25% MIL-53(Al)-GO 37.55 15.84 44.70 

a 𝑞𝑞𝑒𝑒 is the equilibrium adsorption capacity of heavy metal ions in the specimen. 
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Table 3. Langmuir isotherm parameters for As(III), Ni(II) and Pb(II) adsorption in GO, MIL-
53(Al), and MIL-53(Al)-GO composites. 

Heavy 
Metal 

Temp 
(K) Adsorbent 

Langmuir Parameters 
qmax  

(mg/g) 𝐾𝐾𝐿𝐿 (L/mg) R2 

As(III) 296 
GO 2.80 0.05 0.970 

MIL-53(Al) 53.19 0.06 0.981 
3% MIL-53(Al)-GO 64.97 0.24 0.999 

Ni(II) 296 
GO 2.86 0.09 0.929 

MIL-53(Al) 3.05 0.29 0.997 
5% MIL-53(Al)-GO 41.39 0.03 0.971 

Pb(II) 296 
GO 170.35 0.12 0.993 

MIL-53(Al) 154.79 0.10 0.998 
5% MIL-53(Al)-GO 221.72 0.43 0.996 
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Figure 1. XRD patterns of MIL-53(Al), GO and MIL-53(Al)-GO composites. 
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Figure 2. FTIR spectra of MIL-53(Al), GO and MIL-53(Al)-GO composites with different 
weight percentages of GO added (1 to 25%). 
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Figure 3. SEM images of (a) GO, (b) MIL-53(Al), (c) surface of MIL-53(Al), (d) 5% MIL-
53(Al)-GO (e) 15% MIL-53(Al)-GO and (f) 25% MIL-53(Al)-GO. 
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Figure 4. Langmuir isotherms of (a) As(III) adsorption in 3%MIL-53(Al)-GO, (b) Ni(II) 
adsorption in 5%MIL-53(Al)-GO, and (c) Pb(II) adsorption in 5%MIL-53(Al)-GO; the effect of 
time on (d) As(III), (e) Ni(II) and (f) Pb(II) ion adsorption in GO, MIL-53(Al), and MIL-53(Al)-
GO composites.  
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PROJECT TITLE: Characterization of Groundwater Hydrology in Two Thermokarst Lake 
Systems 

 
PRINCIPAL INVESTIGATOR: David L. Barnes (graduate student: Bridget Eckhardt 
 
ABSTRACT 
Groundwater systems and flow dynamics in cold regions are dictated by the presence of 
permafrost and seasonal freeze-thaw dynamics. The complexity of groundwater flow in these 
systems increases in the discontinuous permafrost region where perennially thawed zones (open 
taliks) allow for connections between supra (above)- and sub (below)- permafrost groundwater 
which differ in quality and composition. This complexity poses difficulties in estimating 
groundwater quantity and quality and developing solutions for contaminant remediation. This 
study sought to characterize seasonal groundwater flow dynamics of supra- and sub-permafrost 
groundwater in two thermokarst lake systems in Interior Alaska. We utilized chemical and 
physical tracers to show distinct differences in the flow patterns in each lake and show the 
complexity of the flow dynamics in and around open taliks. This project provided a tested 
conceptual model for the flow of groundwater within thermokarst lakes which can be used as a 
baseline for future groundwater models. 
 
MOTIVATION AND RESEARCH OBJECTIVES 
Changing climate and the thawing of permafrost in the Arctic and sub-Arctic have the potential 
to impact water quality in both the supra- and sub- permafrost. This could have large impacts on 
drinking water facilities in rural Alaska and pose large health and infrastructural risks in highly 
underfunded communities. 

Not only is understanding the quality of periglacial water resources important, but understanding 
flow dynamics is also imperative in understanding climate change in cold regions. In a 
previously funded NIWR project, we investigated how methane (CH4), a potent greenhouse gas, 
could be transported to the atmosphere through vertical flow of groundwater in thermokarst 
lakes. The present project sought to further investigate the flow dynamics that could impact gas 
transport. 

Objectives 
• Collect and analyze geochemical data, including dissolved anion and cation 

concentrations as well as stable isotope signatures from the chosen thermokarst lakes and 
possible lake water sources. 

• Collect and analyze physical tracer data, including hydrostatic pressure and temperature 
within the lakes’ water columns and taliks. 

• Determine possible contributions to the lakes and seasonal variations. 
• Determine flow patterns around and within the lakes.  

 
METHODOLOGY 
During the spring of 2016, vibrating wire piezometers and Rhizon soil solution samplers (RSSS) 
were installed in both lakes below the sediment surface within the sub-lake taliks to monitor the 
direction of groundwater flow. Three (3) vibrating wire piezometers attached to a single metal 
pole were installed within the sub-lake taliks of each lake to gather both pressure and 
temperature data (Kane and Slaughter 1973). Five (5) RSSS were installed on a single metal pole 
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that was installed in two locations within the sub-lake taliks of each lake using methods adapted 
from Alberto et al. (2000). Four (4) TidBit temperature loggers were installed in the water 
column of each lake. Drive point wells outfitted with water level loggers were installed in the 
summer of 2016 in four (4) locations around each lake to monitor supra-permafrost groundwater 
flow and to obtain supra-permafrost groundwater samples. 

Monthly sampling of surface lake water, benthic lake water, sub-lake talik porewater, supra-
permafrost groundwater, and residential well groundwater provided water samples for analysis of 
stable water isotopes, deuterium and oxygen-18, dissolved anion and cation concentrations, and 
alkalinity. Stable isotopes, cations, and anions were used to help distinguish the primary sources 
of water in the lake (Barnes 2014; Hinkel et al. 2016; Mackay and Lavkulich 1974). 

Finally, three (3) hammer cores were taken in each lake. These were used primarily to analyze 
dissolved methane concentrations and will not be discussed as part of this project. 
 
PRINCIPAL FINDINGS AND SIGNIFICANCE 
Results 
Data collected from the vibrating wire piezometers indicate that there is downward flow through 
taliks in both lakes throughout the majority of the time period shown. This result may reflect the 
relatively high amount of precipitation this watershed received in the preceding winter (Winter 
2015) and the summer of 2016. However, both lakes show unexpected patterns of alternating 
higher and lower pressures with depth. This may be indicative of soil layers with highly 
contrasting hydraulic conductivities. It may also indicate complex flow patterns, including the 
presence of and input from lateral taliks. A lateral talik in Doughnut Lake may be correlated with 
a connection to O’Connor Creek to the east of the lake (Figure 1). In Goldstream Lake (Figure 
4), the piezometers primarily indicate downward flow, however, it is still very complex. This 
flow pattern may be correlated with a deep suprapermafrost talik at the thermokarst margin on 
the northeast side of the lake (possibly a result of thaw due to the presence of the road seen in 
Figure 4) and possibly an open talik beneath the lake. Extreme short-term variability in 
Goldstream Lake may also be the result of CH4 bubble formation and release from the 
subsurface. These data highlight the complexity of groundwater flow in thermokarst lake 
systems. 

Temperature is also an important indicator for flow direction. In the event of upward flow 
through a talik, higher temperatures from groundwater should be seen at depth while lower 
temperatures should be observed in more shallow parts of the talik. Review of the temperature 
data shows that this is not the case in either lake, indicating that there is either downward flow or 
no flow during the time period displayed. If the months of April and May 2016 had been 
included in temperature measurements, higher temperatures at depth may have been observed, 
indicating upward flow, however these data were not able to be captured and cannot be 
confirmed. 

Stable isotope signatures of the various sources demonstrate distinct differences in composition. 
All data clusters around the local meteoric water line. A second line is evident and represents the 
local evaporation line. Doughnut Lake, as a result of its clearer water and warmer water 
temperatures during the summer, appears to experience larger amounts of evaporation. 
Goldstream Lake has a very depleted signature compared to Doughnut Lake. The depleted nature 
of the stable isotopes is likely a result of thawing permafrost contributions which are evident in 
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core samples as well as in-situ pore-water samples. Evidence of permafrost degradation and 
thermokarst on the northeast end of Goldstream Lake suggests there is likely a deep 
suprapermafrost talik here. The lake may receive deeper groundwater contributions through this 
conduit under the road and through the thermokarst margin, exacerbating thaw and collapse of 
the northeast shoreline. 

Doughnut Lake tends to be very enriched in heavy water isotopes. This could be a result of two 
different processes: (1) evaporation and (2) microbial activity. While it seems very unlikely that 
microbial activity alone could have such a large effect on the lake's isotopic signature, we can 
see that the pore water beneath the lake is typically more enriched than the water column. The 
water column should theoretically be much more susceptible to evaporation than the pore water 
beneath the lake. This indicates that another process is causing the enrichment of the pore water. 

When comparing the concentrations of sulfate in both lakes, we see large indications of upward 
flow of groundwater in Doughnut Lake during April. The large contrast between top and bottom 
water concentrations is evidence of possible upward flow through the talik. Goldstream Lake, 
however, maintains very low concentrations of sulfate, indicating a lack of groundwater input. 
This contradicts the stable isotope signature seen in this lake, which is typically closer to 
groundwater than Doughnut Lake. It is possible that the low concentration of sulfate may be 
explained by microbial consumption of the sulfate. 

Figure 7 shows the chloride and deuterium data for the lake water column samples, active layer 
samples, and groundwater samples. This figure shows two points which occur in April and May 
2016 where chloride and deuterium values trend towards groundwater in the top of Goldstream 
Lake. Doughnut Lake is observed in April and May of 2016 with a relatively high sulfate 
concentration. This trend, in conjunction with noticeably more depleted water isotope signatures, 
indicates that the lake received groundwater during this time of year. In particular, in Figure 7, 
Doughnut Lake bottom water trends towards groundwater signatures in chloride and deuterium. 
This contrasts with Goldstream Lake during the same period of time; while Goldstream Lake top 
water is influenced by groundwater, Doughnut Lake bottom water is influenced by groundwater. 

Overall, each lake appears to have very different chemical compositions. Goldstream Lake tends 
to have high concentrations of chloride and cations such as magnesium and calcium. Doughnut 
Lake, on the other hand appears to have low concentrations of both chloride and cations. While 
by magnitude, Goldstream is rich in dissolved ions, when compared on a Piper diagram which 
displays the proportions of certain ions, the two lakes are not significantly different (Figure 8). A 
small difference between the two lakes can be seen as a result of the sulfate concentrations in the 
lower right trilinear diagram.  

The geological and cryological structures around each lake greatly affect the flow dynamics 
within each lake. While Goldstream Lake is likely an open talik lake, the lack of observed 
contributions from groundwater to the bottom of the lake indicate that it has low hydraulic 
communication with the subpermafrost. This lack of flow direction is likely a result of its fine-
grained sediment bottom (Hinkel et al. 2016; Wellman et al. 2013). In contrast, Doughnut Lake's 
coarse-grained lake bottom composition allows for connection and flow between the lake and the 
subpermafrost. 

It is also very likely that elevation of the lakes with respect to the recharge zone has a large 
impact on the lake’s ability to act as a groundwater discharge exhibiting upward flow through the 
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lake talik. Bosson et al. (2010, 2013) noted that open talik lakes at a relatively higher elevation 
may exhibit downward flow while lakes at a relatively lower elevation may exhibit upward flow. 
Goldstream and Doughnut Lakes may exhibit this trend, where upward flow is more likely to 
occur in Doughnut Lake due to its lower elevation within the valley. 

Overall, from our study, we have found that the flow patterns around open-talik lakes are 
extremely complex. More data will eventually be needed to confirm the trends that we have 
identified in our data. However, we have also shown the importance of approaching flow 
dynamics with a multi-faceted analysis. Each physical and chemical tracer aids in elucidating a 
different part of the story. 
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FIGURES 
 
 

 
 

Figure 1. Doughnut Lake Sampling Sites 
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Figure 2. Goldstream Lake Sampling Sites 
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Figure 3. Hydrostatic pressure at depth within Doughnut Lake. Depths below sediment surface are as 

follows: DNP11 - 112.6 cm, DNP12 - 212.6 cm, DNP13 - 312.6 cm 
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Figure 4. Hydrostatic pressure at depth within Goldstream Lake. Depths below sediment surface are as 

follows: GSP11 – 91.0 cm, GSP12 – 191.2 cm, GSP13 – 291.9 cm 
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Figure 5. Doughnut Lake temperature contours in the water column (top) and talik (bottom). 
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Figure 6. Goldstream Lake temperature contours in the water column and the talik. The sediment water 
interface is portrayed by a depth of 0 cm. All positive depths are in the water column, while all negative 

depths are in the talik. 
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Figure 7. Stable water isotopes for all locations and dates of sampling 
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Figure 8. Sulfate Concentrations in Doughnut and Goldstream Lakes 
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Figure 9. Deuterium and chloride correlations 
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Figure 10. Piper Diagram displaying the relative proportions of dissolved ions 
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Abstract 
Permafrost, abundant surface-water storage, and extreme seasonality define watershed processes 
of Alaska’s Arctic Coastal Plain (ACP), which are increasingly subject to changes both in climate 
and land use. To predict the responses to these changing conditions, we apply the process-based, 
spatially distributed hydrological and thermal model WaSiM to a 30 km2 ACP watershed. Water 
balance simulations were used to evaluate the impact of climate extremes and lake water extraction 
based on the annual minimum 7-day mean flow (AMQ7), fish passage disconnectivity duration 
(DCD) and recovery time after disturbance. Scenarios of precipitation extremes, based on historic 
data, and winter lake water extraction, based on maximum permitted levels, were simulated over 
a 10-year period. Single and 3-year drought conditions caused a 56 and 69% reduction, 
respectively, in AMQ7 relative to the control with each taking 2 years to recover and up to 60 days 
of DCD (July-August). AMQ7 reductions of 44, 53, and 58% were caused by winter lake water 
extraction for one, two, and three consecutive years, respectively, with 2 to 3 years for recovery 
and DCD of 15 days (late July-beginning August). The maximum hydrologic impact of 91% 
AMQ7 reduction, 64 days of DCD (end of June-August), and 4 years of recovery was caused by a 
combination of 3 years of drought and lake water extraction. While our results show that ACP 
watersheds are immediately responsive to climate and water extraction, these systems appear 
resilient to long-term changes in processes impacting habitat connectivity. Our application of a 
hydrological model to analyze real-world change scenarios may serve as an important process-
benchmark for other ACP watersheds in the future. 
 
Problem/Motivation and Research Objectives 
Watersheds on the Arctic Coastal Plain (ACP) are constrained near or at the surface due to the 
presence of deep (100’s of m) permafrost (frozen ground material for more than two consecutive 
years) and a shallow (< 1 m) active layer (the seasonally thawed surface layer above permafrost) 
[Woo, 1986]. During short Arctic summers, expansive complex and intermittently connected 
surface drainage networks, mosaics of lakes, ponds, and wetlands set in the polygonized tundra 
characterize the landscape. The connectivity among these water bodies controls freshwater habitat 
availability and movement of locally migrating fish [Heim et al., 2016; Laske et al., 2016], and is 
governed by seasonal patterns of snowmelt and the balance between summer rainfall and 
evapotranspiration [Bowling et al., 2003; Lesack and Marsh, 2010]. During snowmelt, surface 
water connectivity among lakes, ponds and wetlands is maximized, which allows fish to move into 
different habitats. Surface water runoff gradually declines through the summer, leading to a general 
drying and fragmentation of drainage networks within the watershed [Bowling et al., 2003]. 
Lowest flows typically occur in early fall (September to October) before freeze-up when fish 
migrate to their overwintering habitats. Recent studies suggest, however, that this hydrologic 
regime can vary greatly from year to year [Arp et al., 2012a; Stuefer et al., 2017b], which can 
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impact connectivity [Betts and Kane, 2015; Lesack and Marsh, 2010] and alter patterns of 
migration [Heim et al., 2016]. 
 
The ACP is currently experiencing high rates of environmental change which are expected to 
modify watershed processes from local to regional scales. The Arctic has experienced amplified 
climate warming since the 1970s [Serreze and Francis, 2006], which directly and indirectly affects 
hydrologic systems. Degrading permafrost [Jorgenson et al., 2006; Lantz and Kokelj, 2008], 
deepening of the active layer [Oelke et al., 2004], and thermokarst erosion [Jones et al., 2011] can 
alter hydrologic storage and flowpaths, resulting in new runoff regimes [Lawrence and Slater, 
2005; Liljedahl et al., 2016]. Climate warming has also been associated with increasing rates and 
variability of precipitation, evapotranspiration, and runoff [Déry et al., 2009; Stuefer et al., 2017a], 
often referred to as hydrological intensification [Rawlins et al., 2010]. Changes in lake ice 
thickness and ice-out timing has also been linked to altered rates of evaporation [Arp et al., 2015a], 
which can impact late summer low flows in lake-dominated watersheds [Arp et al., 2012b; Bowling 
et al., 2003]. Perhaps the most pronounced hydrologic event in recent history on Alaska’s North 
Slope was the 2007 drought, which contributed to a large tundra fire [Jones et al., 2015] and 
extreme low flow conditions in ACP rivers [Arp et al., 2012a; Stuefer et al., 2017b].  
 
Arctic land use changes are primarily associated with natural resource and infrastructure 
development, specifically oil and gas exploration. Industrial and infrastructural development, e.g. 
road construction for transportation and access to industrial sites, requires a reliable well-
distributed water source whose availability is often limited during winter months and periods of 
drought [Instanes et al., 2016]. Water from deeper lakes, which can provide overwintering habitat 
for fish if they do not freeze to the bed (floating ice lakes), are often the only locally available 
water source for ice-road construction. Currently, management of lake water use is based primarily 
on consideration of overwintering habitat, where it is assumed that lakes fully recharge during 
snowmelt runoff. The impact lake water extraction has on downstream flows in the following 
summer is only recently being considered, despite understanding that lakes provide the primary 
source of late summer flows in ACP streams [Arp et al., 2015a; Arp et al., 2012b]. 
 
Understanding how hydrologic systems are responding to climate and land use change, which are 
occurring simultaneously and rapidly in many regions of the Arctic, is of increasing relevance to 
developing comprehensive adaptive management plans to guide conservation, subsistence, and 
industry needs. The development of suitable adaptive management strategies, however, is 
challenging, as there is still much uncertainty in the climate projections [Hodson et al., 2013] and 
as to how the systems will respond to future changes in climate and land use at a local and 
watershed scale. 
 
Increasing data availability and computational capabilities have led to the development of fully 
spatially distributed physically-based hydrological models that include cold region processes and 
represent land surface characteristics explicitly. Applying a process-based hydrological model to 
an Arctic watershed experiencing major land-use changes provides a perfect test case to see if the 
hydrologic responses can be accurately predicted at the watershed scale. Here, we applied the 
Water Balance simulation model (WaSiM) to a watershed underlain by continuous permafrost on 
the Arctic Coastal Plain (ACP) of northern Alaska to address how climate and land use induced 
changes affect surface water storage, runoff and connectivity, and habitat access.  
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More specifically, we completed the following tasks: 
a) set up, calibrate and validate WaSiM based on field measurements for a mesoscale low-

gradient Arctic tundra watershed  
b) set up of climate change scenarios that represent extreme climatic conditions experienced 

in the past and a real-world land use change scenario in the form of sustained winter lake 
water extration  

c) force WaSiM with the climate change and winter lake water extraction scenarios and 
evaluate results 

 
Through this study we gained a deeper understanding of how climate extremes (i.e., drier and 
wetter than normal summers) and lake water use impact hydrologic responses (surface water 
storage, runoff, and aquatic habitat connectivity), both in terms of magnitude and recovery time 
(to return to pre-disturbance conditions) following extreme years. Our modeling results can offer 
opportunities to support land managers with project design in future development projects and to 
guide the development of comprehensive adaptive management plans considering conservation, 
subsistence, and industry needs. 
 
Methodology 
Study Area 
Our study focused on the Crea Creek Watershed (30 km2), a sub-watershed of the Fish Creek 
drainage system (4600 km2) located approximately halfway between Prudhoe Bay and Utqiagvik 
(formerly Barrow) on the ACP of northern Alaska. Both Crea Creek and the entire Fish Creek 
watershed are located in the northeast portion of the National Petroleum Reserve – Alaska (NPR-
A). Crea Creek flows into the Ublutuoch River and is representative of many low-gradient beaded 
stream systems fed by thermokarst lakes on the ACP. Lakes cover approximately 16% of Crea 
Creek watershed’s land surface [Jones et al., 2017], many deep enough to support overwintering 
habitat in most years (i.e. floating ice above liquid water), while the rest freeze solid by the end of 
winter. The watershed is underlain by continuous permafrost, reaching depths of 270 m according 
to local borehole data [Clow, 2014]. Taliks (unfrozen soils within permafrost) occur under lakes 
and river courses [Jorgenson et al., 2008] and the active layer is shallow with thaw depth ranging 
between 30-60 cm by late summer [Arp et al., 2012b]. Marine sand and silt represent the dominant 
surficial geology. Vegetation consists primarily of sedges (Carex spp.) in drained thermokarst lake 
basins (DTLBs) and low-centered polygons, cotton grasses (Eriopherum spp.) form tussock tundra 
of high-centered polygons, and mosaics of sedges, willows (Salix spp.), and drawf birch (Betula 
nana) occur in riparian zones. Long, cold winters and short, cool summers with low precipitation, 
characterize of much of the ACP. At Fish Creek station (Table 1), mean annual air temperature is 
-10.7 °C, ranging from 8.8°C in July to -27.2°C in January (1998-2014) and total summer rainfall 
is 56 mm (no correction for undercatch, 2008-2014). Crea Creek provides habitat to many species 
of fish [McFarland et al., 2017] and also functions as migration corridors between summer 
foraging habitat in lakes and overwinter habitat in alluvial rivers and nearby coastal estuaries 
[Heim et al., 2016]. 
 
The Crea Creek Watershed has been a focal study area because of planned oil development as part 
of the Greater Moose’s Tooth 1 (GMT 1) administrative unit [BLM, 2014] which has fueled the 
collection of baseline datasets to assess pre- and post-development impacts. In 2017, a permanent 
gravel road was constructed that bisects the Crea Creek catchment, with a bridge that crosses the 
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lower part of the creek below Lake L9819. Within this watershed, the two largest lakes L9819 and 
L9820 (Figure 1), which in most years have ephemeral and perennial connectivity to Crea Creek, 
respectively, have historically supplied liquid water and ice chips for ice road construction during 
the exploration and construction phases. Due to the proximity of these lakes to the gravel road, 
they will likely be utilized for further water supply during the production phase. 
 
Field Observations for Model Forcing and Evaluation 
The primary data and field measurements utilized in this study consisted of meteorological 
(primary model forcing), hydrological (runoff, end of winter SWE) and soil temperature time 
series (Table 1). Spatial data sets include a digital elevation model (DEM) [EPSCoR-ACE, 2013], 
land cover [Payne et al., 2013], permafrost and surficial geology distribution [Jorgenson et al., 
2014], which are used to characterize the landscape and parameterize the model. Hourly snowfall 
records were derived from snow depth records collected by sonic sensors at Fish Creek and Inigok. 
Measured end-of-winter SWE was available at multiple sites within Crea Creek Watershed 
representing different land cover types (tundra, beaded stream, lakes). Deep permafrost 
temperatures were measured at the West Fish Creek deep borehole adjacent to the Fish Creek 
station [Clow, 2014]. Active layer and shallow permafrost temperatures were recorded at the Crea 
Creek station (Table 1). Stream discharge has been gauged close to its confluence with the 
Ublutouch River (Figure 1) beginning in 2009, as described in Whitman et al. [2011] and Arp et 
al. [2015b].  
 
The hydrological model WaSiM 
We used the physically-based spatially distributed (regular grid cells) Water Balance Simulation 
Model (WaSiM), version 9.10.02.c, to simulate water flux and storage as well as soil temperatures, 
heat transfer and active layer dynamics at the watershed scale. WaSiM mass transfer modules 
include, but are not limited to, overland flow, ponding, moss and open water evaporation, 
evapotranspiration, snow accumulation and snow melt, snow distribution by wind, groundwater 
flow (2D lateral flow based on Darcy law) and soil water movement (1D vertical flow based on 
Richards equation). 
 
A WaSiM model for Crea Creek Watershed was set up with a spatial resolution of 10 m to 
effectively represent topographic features, such as drained lake basins that are characteristic within 
the low-gradient ACP (Alaska). Simulations are carried out in an hourly time step for the period 
2009 – 2014. Table 2 details the chosen modules and algorithms. We ran the WaSiM Crea 
application on a supercomputer (Comet), to which we have access as part of the Extreme Science 
and Engineering Discovery Environment (XSEDE https://portal.xsede.org/). The model was 
thoroughly calibrated and validated based on field measurements for the waters years 2009-2011 
and 2012-2014, respectively. The statistical performance criteria include the Coefficient of 
Determination (r2), Index of Agreement (IoA) [Willmott, 1981], Root Mean Square Error (RMSE) 
and Nash-Sutcliffe efficiency (NSE) [Nash and Sutcliffe, 1970]. 
 
Extreme climate and lake water-use scenarios 
We developed three climate scenarios, one water-use scenario, and combinations thereof, 26 
scenarios in total (Table 5), which were compared to a control scenario; each based on recently 
observed climate conditions and actual permitted water use amounts. The climate scenarios are 
based on the bias-corrected simulated meteorological output from the Polar version of the Weather 

https://portal.xsede.org/
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Research and Forecasting Model (WRF), which was forced by ERA-interim reanalysis data (1980-
2014, ERA-WRF) [Uppala et al., 2005], as detailed in Cai et al. [2018]. 
 
We selected the water years (October to September) with average precipitation (control, PJJAS = 
81 mm, POct-May = 106 mm) and the driest (DS, PJJAS = 17 mm) and wettest (WS, PJJAS = 117 mm) 
summers and driest (DW, POct-May = 64 mm) and wettest (WW, POct-May = 144 mm) winters 
(October-May) from the ERA-WRF downscaled output for our study area (Table 6). In our study’s 
context, “dry” and “wet” only relates to precipitation, rather than combined precipitation and 
evapotranspiration. Scenarios extended for 10-year periods such that year 1 had the control 
climate, year 2 had the extreme climate, and years 3-10 control climate. To evaluate multi-year 
extreme climate conditions, we stacked extreme years after years 2, 3 and 4 to also look at 
cumulative responses and corresponding recovery compared to control scenario runs.  
 
The winter lake water-use scenario (LWE) takes the same approach, but instead we removed water 
(about 30%) from the major lake in Crea Creek Watershed (Lake L9819), whose water has 
historically been used to support oil and gas development, during year 2 in one scenario (LWE-1) 
and in years 2 and 3 (LWE-2), years 2, 3 and 4 (LWE-3) and in all years (LWE-10). L9819 supports 
Arctic grayling and ninespine stickleback during summer and is deep enough to potentially provide 
overwintering habitat. Water-use scenarios were run using the control scenario climatology. The 
additional, and perhaps most important set of scenarios, used combined drought climate and water-
use scenarios in order to understand the combined hydrologic responses. For example, lake water 
extraction for year 2 with a 3-year drought (years 2-4) is scenario DS-3 + LWE-1.  
 
We primarily evaluated hydrologic responses to extreme climate and winter lake water extraction 
in terms of annual mean flow, annual minimum 7-day mean flow (AMQ7), and surface water 
connectivity. Additionally, we calculated the disconnectivity duration (DCD) and timing and the 
number of years for the system to return to control conditions after disturbance.  
 
Principal Findings and Significance 
WaSiM’s simulated hydrological fluxes compare satisfactorily to the field measurements, which 
is reflected in the statistical performance criteria during calibration and validation (Table 7). The 
model is therefore regarded as suitable for the scenario analysis. 
 
Climate scenarios 
Forcing WaSiM with the DS and DW climate scenario results in a decrease of AMQ7, while 
forcing with the WS and WW scenarios produces an increase compared to the control (Figure 2). 
The hydrological system immediately (in the same year) responds to changes in the meteorological 
drivers. The response to multi-year disturbance is non-linear with the effect being strongest in the 
first year, after which it reduces or stays constant in magnitude. In all scenarios, the maximum 
impact occurs when 3 consecutive years of disturbance are simulated. In the DS-3 and DW-3 
scenario, AMQ7 decreases by 69% (1.7 L s-1) and 32% (3.7 L s-1), respectively, while it increases 
by +42% (7.8 L s-1) and +13% (6.2 L s-1) in the WS-3 and WW-3 scenarios, respectively (Table 
8). It takes one to three years after the disturbance to return to pre-disturbance conditions. Flow in 
Crea Creek falls below 6.5 L s-1 for 60 days (July 3rd to August 31st) for the DS-3 and 13 days (July 
27th to August 8th) for the DW-3 scenario compared to the control scenario (11 days, July 28th to 
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August 8th). On the contrary, flow always exceeds 6.5 L s-1 WS-3 scenario. For the WW-3 scenario, 
discontinuity is reduced by 2 days (Table 8). 
 
Lake extraction and combination of lake extraction and dry summer 
The LWE scenarios result in a decrease of simulated AMQ7 and mean runoff at the watershed 
outlet in the summer immediately after water levels are lowered in lake L9819 (Table 8). The 
maximum AMQ7 reduction occurs in the LWE-3 scenario by -58% (Figure 3). The post-
disturbance recovery is 3 years, except for LWE-1 where it is 2 years (Table 8). The combined 
impact of DS and LWE leads to a maximum reduction of AMQ7 of up to 91% (DS-3 + LWE-3) 
and a recovery time of 4 years after disturbance. In the DS-3 + LWE-3, AMQ7 reaches a value of 
0.5 L s-1. The lake water extraction entirely disconnects (throughout the whole summer) L9819 
from the drainage network after three consecutive years of disturbance (Figure 3) The lake water 
extraction in the following years do not affect the AMQ7 as well as the mean flow, suggesting that 
the upstream area (16.2 km2) of L9819 contributes about 60% of the flow to AMQ7 and 45% (180 
mm) to the mean flow. 
 
There are distinct differences in surface water connectivity between the control and the scenarios 
(WS-3, DS-3, DS-3 + LWE-3) at the outflow of the two larger lakes (Figure 4 a and b) and from 
the drained lake basin (DTLB, Figure 1) to Crea Creek (Figure 4 c). While surface water fluxes 
increase in the WS scenario at all locations, there is considerable decrease in the DS-3 and DS-3 
+ LWE-3. The maximum impact is simulated for the scenario DS-3 + LWE-3, where surface water 
fluxes entirely cease out of L9820 and L9819 in the third and the second year of disturbance, 
respectively. Lake L9819 only contributes to surface water drainage after three years of 
disconnection (=zero outflow). Surface water fluxes out of the DTLB nearly ceases entirely (only 
1% of flow compared to control) in the third year of disturbance. 
 
Discussion 
Extreme climatic variability and human winter lake water extraction impact surface water 
connectivity and subsequently habitat for aquatic food webs. Our dynamic WaSiM simulations 
show a direct response and a large sensitivity of mean and low flows and consequently surface 
water connectivity to climate scenarios and increased winter lake water extraction. Cumulative 
effects, which we evaluated in the form of consecutive years of disturbance, are not sustained for 
magnitude to pre-disturbance conditions, suggesting a high non-linearity in hydrological processes 
and responses to external drivers/disturbances. 
 
WaSiM simulations forced by DS, DW, LWE and the combined scenarios of DS and LWE lead 
to extreme low flows and general drying of Crea Creek watershed. The impact of DS on summer 
low flows would likely be even greater if summer air temperatures and radiation would exceed 
those of the control scenario. Although the drought conditions affect the surface water distribution 
in the entire watershed, low summer rainfall particularly impacts the lower part of the watershed 
that primarily feeds Crea Creek. Surface water connectivity to the two larger lakes (L9820 and 
L9819) becomes fragmented, limiting fish migration into these lakes in spring for foraging and 
inhibits their return in late summer to overwintering habitat outside Crea Creek. A longer-term 
disconnection of lakes to streams, as simulated at lake L9819 for the scenario DS-3 + LWE-3, may 
affect species distribution [Heim et al., 2016] as well as fish assemblage composition [Laske et al., 
2016] when fragementation is sustained over longer time periods. Lower lake water levels at the 
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end of summer combined with low fall/winter air temperatures can lead to lakes freezing to the 
bottom (bedfast ice lake) during winter. Bedfast ice lakes provide neither liquid water for industries 
nor overwintering aquatic habitat. Higher fall/winter air temperatures may, however, lead to later 
freeze-up and thinner lake ice (floating ice lake) and therefore counterbalance lower lake water 
levels by still providing water and overwintering habitat. If there is sufficient snowfall, lake water 
levels may even be recharged during spring snowmelt, thereby counterbalancing potential storage 
deficits of the previous summer. Changing lake ice regimes, however, do not only affect freshwater 
habitat and water supply, but also lake ice-out timing, evapotranspiration and the thermal regime 
[Arp et al., 2015a], which higlights the complexity and linkages/feedbacks of the processes 
occurring at the lanscape scale in Arctic tundra environments.  
 
WaSiM simulations forced by the WS and WW scenarios, on the other hand, show increased 
AMQ7, increased freshwater fluxes and wetting of Crea Creek watershed relative to the control. 
The increase in AMQ7 is higher for the WS compared to WW scenario. WW mostly affects 
snowmelt runoff, which primarily recharges lakes/storages, while its effect is lower on late-
summer low flows. The recovery time to pre-disturbance conditions is longer under the WW 
compared to WS scenario, as filled up storages release water generally more slowly and over 
longer time periods. Increasing precipitation in the Arctic, which is projected by regional to global 
climate models [Cai et al., 2018], may in the long-term counterbalance the secondary effects of 
air temperature increases in the form of increased evapotranspiration and potentially subsurface 
drainage (as a result of permafrost thaw), and therefore support sustaining the large portion of 
lakes and wetlands characteristic for low-gradient Arctic tundra environments.  
 
The presence and stability of permafrost close to the surface, which limits the water storage 
capacity of the subsurface, will play a major role in sustaining freshwater systems under continued 
and/or increased climate warming. The overall resilience of the hydrological system may be at risk 
if changes in climate and land use (as well as secondary changes such as permafrost/ice-wedge 
degradation) become even more extreme (in terms of climate variability) and changes pass certain 
thresholds/tipping points. 
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Tables and Figures 
 
Tables 
 
Table 1: Overview of meteorological and hydrological data base (T=air temperature, RH=air 
humidity, WS=wind speed, SR=solar radiation, R=rain, SN=snow depth, USGS=U.S. Geological 
Survey GTN-P Active-Layer Monitoring Site, Alaska) 

Name/ID Location  
(Lat, Lon, Elevation) Variables Record length Data source/ 

Agency 
Meteorology     

Crea  (70.3°N, -151.3°W, 5 m) T, RH, SR, WS, R 7/2011-present 
Fish Creek 
Watershed 

Observatory 1 

Fish Creek (70.4°N, -152.1°W, 31 m) T, SR, WS, R, SN 8/1998-2014 USGS 2 

Inigok (70.1°N, -153.3°W, 53 m) T, SR, WS, R, SN 8/1998-2014 USGS 2 
Nuiqsut 
(USAF WBAN 
ID 703644 
27515) 

(70.2°N, -151.0°W, 17 m) T, RH, WS 2006-2014 Global Surface 
Hourly database 3 

Hydrology     

Crea (70.3°N, -151.3°W, 5 m) Runoff 2011-present 
Fish Creek 
Watershed 

Observatory* 
Tundra  
Lake L9819 
Lake L9820 

(70.3°N, -151.3°W, 5 m) End of winter snow 
accumulation 

2010, 2011, 
2012 

Fish Creek 
Watershed 

Observatory* 

Crea (70.3°N, -151.3°W, 5 m) Soil temperature 5/2013-present 
Fish Creek 
Watershed 

Observatory* 
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Table 2: WaSiM modules and algorithms used for modeling of Crea Creek watershed 

Hydrological process/Module Algorithm 
Precipitation correction Temperature and wind dependent correction after 

Sevruk [1986]; Correction is done separately for rain 
and snow 

Interpolation of meteorological 
input data 

Inverse Distance Weighting approach 

Evapotranspiration Penman-Monteith approach [Monteith and 
Unsworth, 1990] 

Snow accumulation and melt Snow accumulation by threshold temperature, snow-
melt by energy balance approach as detailed in 
Warscher et al. (REFERENCE) 

Interception Linear bucket approach 
Runoff generation Implicit runoff generation using Richards [1931] 

approach 
Soil water dynamic Vertical water movement in the unsaturated zone of 

the soil based on the Richards Equation [Richards, 
1931] with parameterization after van Genuchten 
[1980] 

Heat transfer Implicit solution of the heat transport equation in the 
soil (Fourier law), 1D-vertical (finite difference 
method) 
Heat advection/convection based on method 
presented in Daanen and Nieber [2009] 
Consideration of the soil hydraulic properties during 
freezing and thawing of the soil 

Groundwater dynamic Iterative solution of flow and transport equation 
(finite difference method) 

Surface Water Routing 2D flow equation solved by implicit Gauss-Seidel 
approach  
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Table 3: Ranges of WaSiM land cover parameters. Land cover parameters are set on monthly to 
semi-monthly temporal resolution. Values include leaf area index (LAI), root depths, snow-free 
albedo (α) , Z0 roughness lengths, rsc leaf surface resistance, rsi interception surface resistance, rse 
evaporation surface resistance, vegetation covered fraction (VCF), n-factor to estimate surface 
temperatures based on [Kade et al., 2006] and [Lunardini, 1978]. Water shallow and deep differ 
regarding their n-factors during winter (from October to May) as well as the timing of reduction 
of rse and rsc after during summer. Deeper lakes (floating ice lakes) are assumed to ice-out on 
average 17 days later compared to shallower bedfast ice lakes (Arp et al., 2015). 
 LAI  

[-] 
Root Depth 

[m] 
α  
[-] 

rse  
[s m-1] 

rsc  
[s m-1] 

rsi  
[s m-1] 

Z0  
[m] 

VCF  
[-] 

n-factor 

Wet sedge 0-0.35 0.05-0.2 0.15 80-500 40-100 0.5 0.02-0.03 0.3-0.7 0.6-0.7 
Tussocks 0-0.53 0.1-0.3 0.15 200-500 10-500 0.5 0.02-0.03 0.6-0.8 0.5-0.55 
Shrub 0-0.5 0.1-0.4 0.17 200-500 100-500 0.5 0.01-0.02 0.6-0.8 0.4-0.8 
Watershallow 1 1 0.15 25-90 25-90 0.5 0.1 1 -0.025-0.5 
Waterdeep 1 1 0.15 25-90 25-90 0.5 0.1 1 -0.1-0.5 
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Table 4: WaSiM parameters for unsaturated zone, including parameters for the heat transfer 
module. 

 Organic Silt Sand Mineral 
Dry heat capacity [J (kg*K) -1] 2500 2500 2500 810 
Dry density [kg (m3) -1] 40 1500 1300 1450 
Dry thermal conductivity [W (m*K) -1] 0.5 0.6 0.85 0.97 
Hydraulic conductivity of frozen soil 
[m/s] 1.0e-10 1.0e-10 1.0e-10 1.0e-10 

Hydraulic conductivity of unfrozen soil 
[m s-1] 1.0e-04 2.05e-05 2.1e-05 1.0e-05 

Saturated water content (fillable 
porosity [-]) 0.8 0.48 0.35 0.4 

Residual water content [-] 0.02 0.07 0.057 0.05 
Van Genuchten parameter α 5.0 2.0 4.0 2.34 
Van Genuchten parameter n 2.0 2.5 3.0 1.23 
Thickness of layer [m]* 0.1 0.1 0.1 2 
Number of layers * 1 10 9 13 
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Table 5: Set-up of the climate change and winter lake water extraction scenarios. The climate 
change scenarios are based on bias-corrected WRF simulations forced by reanalysis data for the 
domain of Crea Creek watershed (six grid cells, 10 km spatial resolution, 3 hourly temporal 
resolution). The control scenario (C) represents the climate of the water year 1996 (October 1995-
September 1996). The dry (DS) and wet (WS) summer year are made up of the meteorological 
variables of the control scenario (October 1995 – May 1996) and the months JJAS (June – 
September) of 2007 and 2006, respectively. The dry and wet winter years are made up of October 
– May of 2014 and 1987, respectively, and JJAS of the control year 1996. The meteorological 
variables of the control scenario force the lake extraction (LWE). 

Name Water Year 
 1 2 3 4 5-10 
Control (C) C C C C C 

Dry Summer (DS) 
DS-1 C DS  C C C 
DS-2 C DS DS C C 
DS-3 C DS DS DS C 

Wet Summer 
(WS) 

WS-1 C WS C C C 
WS-2 C WS WS C C 
WS-3 C WS WS WS C 

Wet Winter (WW) 
WW-1 C WW C C C 
WW-2 C WW WW C C 
WW-3 C WW WW WW C 

Dry Winter (DW) 
DW-1 C DW C C C 
DW-2 C DW DW C C 
DW-3 C DW DW DW C 

Lake Water 
Extraction (LWE) 

LWE-1 C LWE C C C 
LWE-2 C LWE LWE C C 
LWE-3 C LWE LWE LWE C 
LWE-10 C LWE LWE LWE LWE 

DS-1 + LWE 

DS-1 + LWE-1 C DS+LWE C C C 
DS-1 + LWE-2 C DS+LWE LWE C C 
DS-1 + LWE-3 C DS+LWE LWE LWE C 
DS-1 + LWE-10 C DS+LWE LWE LWE LWE 

DS-2 + LWE 
DS-2 + LWE-1 C DS+LWE DS C C 
DS-2 + LWE-2 C DS+LWE LWE+DS C C 
DS-2 + LWE-3 C DS+LWE LWE+DS LWE C 

DS-3 + LWE 
DS-3 + LWE-1 C DS+LWE DS DS C 
DS-3 + LWE-2 C DS+LWE LWE+DS DS C 
DS-3 + LWE-3 C DS+LWE LWE+DS LWE+DS C 
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Table 6: Overview of meteorological characteristics of climate change scenarios. The measured 
meteorological variables air temperature and precipitation (Nuiqsut Airport (USAF WBAN ID 
703644 27515, 70.212° N, -151.002° W)) are compared to the simulated bias-corrected WRF 
output forced by reanalysis data [Cai et al., 2018]. The simulated values represent the average of 
6 grid cells covering Crea Creek watershed. Air temperature and precipitation are analyzed 
annually (mean annual air temperature (MAAT)), summer months June – September (JJAS) and 
winter months October – May (Oct-May). The year 1996 presents the control year, 2007 the low 
rainfall summer, 2006 the high rainfall summer and 2014 the warmer and high snowfall scenario. 
The climate scenario years were selected solely based on precipitation (summer (JJAS) for dry 
summer (DS), wet summer (WS) and winter (Oct-May) for wet winter (WW), dry winter (DW)). 
The climate input for the lake water-use scenario (LWE) is identical to the control (C). 

 Year(s) MAAT 
[°C] 

P(JJAS) 
[mm] 

P(Oct-May) 
[mm] 

Measurements 
Average 
measurements at 
Nuiqsut  

2000-2016 -10.2 57* 
68** 71-105*** 

Simulated output from bias-corrected WRF forced by reanalysis data 
C (and LWE) 1996 -9.6 81 106 
DS  2007 -9.4 17 72 
WS  2006 -9.8 117 103 
DW  1987 -11.5 59 64 
WW  2014 -7.7 55 144 
Average RA  1981-2014 -10.2 70 101 

 
* without correction for rainfall undercatch 
** corrected for rainfall undercatch (correction factor of 1.2) 
*** average end-of-winter SWE from Crea Creek watershed (2012-2014), range results from 
applying a snow density of 0.21 g (cm3)-1 to 0.31 g (cm3)-1 
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Table 7: Statistical performance indicators to evaluate agreement between daily measured and 
simulated discharge during calibration (2009-2011) and validation (2011-2014). Model 
performance is evaluated based on the Nash Sutcliffe efficiency (NSE), Root Mean Square Error 
(RMSE), Coefficient of Determination (r2), Index of Agreement (IoA) and mass balance error 
(MBE) [%]) 

Year NSE RMSE r2 IoA MBE 
2009 0.67 0.04 0.74 0.9 +0.8 
2010 0.78 0.04 0.83 0.93 -50 
2011 -0.86 0.06 0.18 0.59 +13 
2012 0.63 0.06 0.74 0.85 -5.0 
2013 0.60 0.08 0.88 0.82 -37 
2014 0.39 0.05 0.59 0.76 -10 
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Table 8: Mean runoff, annual minimum 7-day mean flow (AMQ7), Disconnectivity Duration 
(DCD) and the time period of the DCD of the simulated extreme scenarios. AMQ7 represents, 
DCD Disconnectivity Duration (when mean daily discharge is below 6.5 L s-1). The mean annual 
runoff is calculated for the thawed season (May-August). Values are reported for the years of (last) 
disturbance (scenario-1: year 2, scenario-2: year 3, scenario-3: year 4, scenario-10: year 10). The 
recovery time assumes that the AMQ7 returns to the control value ±2%. 

Scenario Mean runoff 
[L s-1] 

AMQ7 
[L s-1]  

DCD 
[days] 

Timing 
[month/day] 

Duration 
[years] 

Control C 325 5.5 11 7/28-8/8 - 

Dry Summer 
(DS) 

DS-1 214 2.4 33 7/4-8/5 3 
DS-2 163 1.9 60 7/3-8/31 3 
DS-3 160 1.7 60 7/3-8/31 3 

Wet summer 
(WS) 

WS-1 543 7.0 2 7/12-7/13 1 
WS-2 506 7.4 - - 2 
WS-3 514 7.8 - - 2 

Dry winter 
(DW) 

DW-1 234 4.1 13 7/27-8/8 2 
DW-2 233 3.8 13 7/27-8/8 2 
DW-3 232 3.7 13 7/27-8/8 2 

Wet Winter 
(WW) 

WW-1 495 5.8 10 7/29-8/8 2 
WW-2 499 6.1 7 7/29-8/5 3 
WW-3 501 6.2 3 7/31-8/2 3 

Lake Water 
Extraction 
(LWE) 

LWE-1 151 3.1 15 7/26-8/9 2 
LWE-2 146 2.6 15 7/26-8/9 3 
LWE-3 145 2.3 15 7/26-8/14 3 
LWE-10 145 2.3 20 7/26-8/14 - 

DS-1 + LWE 
1,2,3,10 

DS-1 + LWE-1 49 1.0 64 6/29-8/31 3 
DS-1 + LWE-2 138 2.1 20 7/26-8/14 3 
DS-1 + LWE-3 145 2.3 15 7/26-8/9 3 
DS-1 + LWE-10 145 2.3 20 7/26-8/14 - 

DS-2 + LWE 
1,2,3 

DS-2 + LWE-1 49 1.1 64 6/29-8/31 4 
DS-2 + LWE-2 39 0.7 64 6/29-8/31 3 
DS-2 + LWE-3 136 1.8 20 7/26-8/14 3 

DS-3 + LWE 
1,2,3 

DS-3 + LWE-1 49 1.0 64 6/29-8/31 5 
DS-3 + LWE-2 39 0.7 64 6/29-8/31 4 
DS-3 + LWE-3 37 0.5 64 6/29-8/31 4 
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Figures 
 

 
 
Figure 1: Location of Crea Creek watershed. Crea Creek watershed is a sub-watershed of Fish 
Creek (~4900 km2). Four weather stations with (nearly) complete meteorological records for the 
water years 2008-2014 are used in this study (a). Crea Creek watershed is located in a low-gradient 
landscape and has been monitored since 2009 (b). The two larger lakes in Crea Creek watershed 
are referred to as L9830 (upper) and L9819 (lower). The drained lake basin (DTLB) in the lower 
part of the watershed is also indicated in the map. 
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Figure 2: Impact of climate change scenarios on simulated annual minimum 7-day mean flow 
(AMQ7), presented as percent change between the control and the scenario simulations. The 
meteorological variables of the control scenario and the climate scenarios (all combinations), dry 
(DS-1, DS-2, DS-3) and wet (WS-1, WS-2, WS-3) summers as well as dry (DW-1, DW-2, DW-
3) and wet (WW-1, WW-2, WW-3) winters, forced WaSiM.  
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Figure 3: Impact of winter lake water extraction (LWE) and combined dry summer (DS) and LWE 
on simulated annual minimum 7-day mean flow (AMQ7). The single and multi-year LWE 
scenarios are forced by the meteorological variables of the control scenario (a). The DS-LWE 
scenarios combine one to three consecutive years of DS with LWE (b, c). The impact on the AMQ7 
is presented as percent difference to the control. 
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Figure 4: Simulated percent differences in summer (June-August) surface water fluxes between 
scenarios relative to control at lake/drained lake basin outlets. The surface water fluxes present 
the average of 111 grid cells downstream of L9820 (a), 117 grid cells downstream of L9819 (b) 
and 2 grid cells at the outlet lower drained lake basin (c). The black dashed line at 100% 
represents the control scenario.  
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Abstract 
The overarching objective of this research is to study a methodology for using non-Newtonian 
fluids for effective remediation of persistent (strongly adsorbed) contaminants in porous media 
under non-isothermal flow regimes. For effective remediation of persistent contaminants in non-
isothermal flow conditions, it is critical to understand the change in rheology of non-Newtonian 
fluids under different temperature regimes. Non-Newtonian fluid rheology has not been well 
studied under cold temperature regimes. The goal was to expose different concentrations of non-
Newtonian fluids (Guar gum and Xanthan gum solutions) to temperatures ranging from 30 ºC to 
-5 ºC to study the changes in viscosity and shear stress with change in shear strain of the fluid. 
Experiments at above zero temperatures were recorded, but the fluid froze completely at subzero 
temperatures, regardless of concentration. The understanding of the rheological changes in non-
Newtonian fluids exposed to colder temperatures will help us in understanding the characteristics 
of flow in those regimes and effectiveness of remediation of persistent contaminants. The 
analysis of flow characteristics and remediation will be compared to those of Newtonian fluids at 
specific temperatures used to study the non-Newtonian fluids. Through these future experiments, 
the mobility and behavior of non-Newtonian fluids will be characterized under varying 
temperatures and their effectiveness in removing contaminants from soils will be understood. 
The impact of temperature change on the fluid and flow stability in the porous medium will be 
examined. The outcome of this research will provide critical knowledge for cost effective, 
environmentally benign and time efficient remediation of contaminated soils in Alaska and other 
cold regions. 

Problem/Motivation and Research Objectives 
Fluid flow and contaminant transport in porous media are significant to a wide range of fields, 
including hydrology, ecology, geomorphology, and agricultural science, as well as petroleum, 
chemical and environmental engineering. Non-Newtonian fluids are not uncommon to porous 
media applications, such as soil and groundwater remediation, propagation of blood in kidneys, 
hydraulic fracture and enhanced oil recovery and cement injection in soils (Abou Najm and 
Atallah, 2016). 

Contamination of soil and groundwater by persistent contaminants, such as phosphates, carbon 
tetrachloride, chlorinated aliphatic hydrocarbons (CAH), certain emerging contaminants, and 
certain heavy metals have been of major concern (e.g., Jung, et al., 2016; Palaniappan et al., 
2010; Barnes et al., 2007). Water quality is increasingly threatened as human populations grow, 
industrial and agricultural activities expand, and climate change threatens to cause major 
alterations in the hydrologic cycle. Inadequately treated sewage, industrial and agricultural or 
food wastes, dissolved metals and many emerging contaminants migrate through the soil to 
pollute the groundwater on a daily basis. Contamination is not limited to sewage or industrial and 
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agricultural wastes; mining, oil and gas exploration and production, and industrial and nuclear 
plants are adding to the problem.  

A lack of understanding of fate and transport of contaminants within the soil matrix and 
groundwater makes the situation worse. Preferential flow of contaminants through soil to 
groundwater is defying the conceptual understanding of flow and transport through porous 
media. Adding to the complexity are the highly persistent contaminants that do not travel at a 
rate proportional to the flux rate of water in the porous media. Experimental and field 
observations show that the contaminants do not necessarily adhere to the flow pathway and 
velocity of water in porous media.  

With climate change being experienced at a rapid rate in Alaska, soil and groundwater 
contamination is emerging as a great concern due to anticipated increase in precipitation, melting 
of permafrost, increased storm events and degradation of previously contaminated soils. Soil 
contamination in Alaska may be caused at industrial sites such as mining heaps, dumps, filled 
natural depressions, and quarries (Meuser, 2010). Mine drainage contains metals, salts, coal and 
other minerals that may be highly adsorbed to soils and within saturated porous media. 
According to Palaniappan et al. (2010), there are approximately 500,000 abandoned mines in the 
United States. The state of Colorado alone has 23,000 abandoned mines that have polluted 2,300 
km of streams. Oil and gas industrial processes like hydraulic fracturing and oil purification, as 
well as oil and gas storage, pipelines, and oil spills are contributing to soil and water 
contamination (Jung et al., 2016). With the potential for increased prevalence of adsorbed 
contaminants in soils and aquifers in Alaska’s rapidly changing climatic environment, it is 
critical that cost effective and time effective remediation measures be developed and tested. 

Biopolymers such as polyacrylamide (PAM) and Xanthan gum have shown great promise for 
enhanced oil recovery (EOR) because they lead to an increase in the viscosity of water, decrease 
in the mobility of water, and contact with a larger volume of the reservoir (Blokker, 2014; 
Pollock et al., 1994; Hove et al., 1990). Guar gum is also an excellent candidate for remediation 
of contaminated soils (Velimirovic et al., 2014). It is a non-Newtonian, sheer thickening 
(viscosity decreases with increase in stress) fluid. Mixing Guar gum with water increases the 
viscosity and allows for better transportation and suspension of the fluid. Guar gum is naturally 
biodegradable and thus has almost no environmental impacts on the soil. Hence, both Xanthan 
gum and Guar gum will be used as non-Newtonian fluids to assess their effectiveness in 
remediation of persistent contaminants in porous media. 

While laboratory- and field scale studies, including modeling of non-Newtonian fluids as 
remediation agents in porous media, have been conducted, such studies have been limited to 
porous media temperatures of approximately 30°C. According to Jung et al. (2016), previous 
work on biopolymers were limited to the evaluation of shear strength, stiffness, and erosion 
resistance properties of soils saturated with biopolymer solutions. Little is known about the flow 
characteristics of biopolymer solutions through a porous medium, especially in the range of low 
temperatures that are experienced in Alaska or other similar cold regions. 
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Complexities associated with pore structures hinder flow model development for a porous media. 
Proper understanding of complex pore structures and flow patterns in the media is most 
important. A knowledge of such complexity will provide an opportunity to study and compare 
the behavior of non-Newtonian and Newtonian fluids under different temperature regimes in 
soil. It is critical to understand the impact of temperature on the flow or rheology of Guar gum 
and Xanthan gum in soil because the adsorption kinetics of each persistent contaminant is 
different. Once the flow and rheology are well understood, the effectiveness of Guar gum or 
Xanthan gum in remediation of persistent contaminants can be studied. The outcome of this 
research will provide valuable input to the remediation of soil and saturated porous media in 
extremely cold regions, such as Alaska. This knowledge could be transferred for field-scale pilot 
studies of contaminated soils of Alaska. 

Our original project objectives were to: 1) study the impact of temperature on the rheology of 
Guar gum as a non-Newtonian fluid, 2) study the flow characteristics of Newtonian, non-
Newtonian or a combination of both, and 3) compare the effectiveness of Newtonian, non-
Newtonian or a combination of both fluids for remediation of contaminants. Our experiments in 
researching the effects of temperature on rheology required more effort than originally 
anticipated, due to complete freezing of fluids at subzero temperatures, regardless of 
concentration. This increased focus resulted in a narrowing of our scope, hence the objective of 
this research is to study the impact of temperature on the rheology of Guar gum and Xanthan 
gum as a non-Newtonian fluid.  

With an understanding of the changes in rheology with change in temperature, we will pursue 
funding for future study of the flow characteristics of Newtonian, non-Newtonian or a 
combination of both fluids under different thermal regimes, and to compare the effectiveness of 
those fluids for remediation of persistent contaminants. 

Methodology 
Impact of Temperature on the Rheology of Guar gum and Xanthan gum 
Commercial food-grade Guar gum (derived from Cyamopsis Tetragonolobus) and Xanthan gum 
were used without further purification. Experimental aqueous solutions 0.5g/l, 1g/l, 3g/l, 6g/l and 
7g/l concentrations were prepared by dispersing the defined amount (0.5g, 1g, 3g, 6g, and 7g) of 
Guar gum or Xanthan gum in one liter of distilled water, and stirred at 800 rpm at room 
temperature.  The prepared solutions were blended for two minutes to avoid formation of clumps 
and kept in the cold chamber for 3 hours to the required temperature. A rheological test was 
conducted using an OFITE model 900 viscometer to record change in viscosity at different shear 
rates at a particular temperature.  The sample container was wrapped with insulting material to 
maintain the temperature of solution. Sample temperature was recorded before and after each 
rheological test. A maximum of 1 °C change was observed during the rheological analysis. Each 
prepared solution was used within 5 hours to avoid the formation of molds. Figure 1 illustrates 
the setup of rheological tests. 

Guar gum solutions of different concentrations were investigated for viscosity change with 
increase in shear rate. Figure 2 summarizes the variation of apparent viscosity of Guar gum 
solution at different temperatures. Moderate (i.e., 3g/l) to high concentrations (i.e., 6g/l and 7g/l) 
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of Guar gum solutions showed a decreasing trend in viscosity with increase in shear rate (Figures 
2c, 2d and 2e). The low concentrations (i.e., 0.5g/l and 1g/l) of Guar gum solutions did not 
follow the decreasing trend in viscosity with increase in shear rate (Figure 2a and 2b). Rather, the 
changes in viscosity were very erratic in nature as seen in Figures 2a and 2b. 

Low concentrations of Guar gum in water provide a high viscosity solution. When Guar gum is 
dispersed in water, the galactose side chain of the molecule interacts with water molecules, 
leading to inter-molecular chain entanglement of the Guar gum in aqueous solutions, rendering 
viscosity to the solution. With the increase in concentration of Guar gum, the degree of inter-
molecular chain interaction or entanglement is enhanced, resulting in increased viscosity (Zhang 
et al., 2005). Higher concentrations of Guar gum resulted in higher viscosity and at these 
concentrations of Guar gum in solution, temperature effect on viscosity was found to be 
insignificant (Figures 2d and 2e). 

Figure 3 summarizes the shear stress and shear rate relationship for different concentrations of 
Guar gum solutions at different temperatures. Linear and power law models were fitted to shear 
stress and shear rate relationship for Guar gum (Table 1).  Moderate (i.e., 3g/l) to high 
concentrations of Guar gum solution showed the non-linear relationship between shear stress and 
shear rate ( Figure 3 and Table 1), as expected, regardless of temperature. This type of non- 
linear relationship is associated with non-Newtonian fluids. Hence, moderate to high 
concentrations showed the expected non-Newtonian behavior at all temperatures. 

Low concentration solutions of Guar gum resulted in a linear relationship between shear stress 
and shear rate (Figure 3 and Table 1). The slope of the linear relationship represents the viscosity 
of the solutions. This means the viscosity of these solutions would remain constant. Hence, 
viscosity is independent of the rate of shear. This type of behavior is associated with Newtonian 
fluids. Thus, 0.5g/l and 1g/l Guar gum solutions behaved as Newtonian fluids at all temperatures. 

During the 2017 American Geophysical Union annual meeting, it was recommended to us that 
adding salt to low concentrations of Guar gum may resolve the issue of erratic changes in 
viscosity with change in shear rate, as observed in Figures 2a and 2b. Rheological experiments 
were conducted by adding NaCl (10g/l) or KCl (10g/l) separately to low concentration Guar gum 
solutions to investigate the effect of salt concentration on viscosity of the polymer solution. 
Example results of change in viscosity with change in shear rate at two different temperatures are 
presented in Figure 4. From the limited experiments completed so far, it has been observed that 
addition of salts to polymer solution decreases the viscosity of polymer solution, compared to the 
solution without the addition of salt. Reviewing the literature, we found that according to 
Srichamroen (2007), salts are hydrophilic molecules that strongly interact with water. The 
addition of higher concentration of salt reduces the availability of water in solution, preventing 
the expansion of the Guar networks and thereby decreasing the viscosity of the solution. Adding 
salt also restricts the hydration of Guar gum in solution. Hydration is a key factor to achieve 
maximum viscosity of the Guar gum solution. While more experiments are being conducted by 
adding salt to low concentration Guar gum solutions, it was not found to be an effective strategy. 
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Xanthan gum is a microbial polysaccharide discovered in the 1950s by the U.S. Department of 
Agriculture. Like Guar gum, low concentrations of Xanthan gum in water provide a high 
viscosity solution. Xanthan gum shows viscosity synergy with Guar gum. Xanthan gum is stable 
to acids and alkali and would potentially be effective in working with higher concentrations of 
contaminants. Figure 5 summarizes the variation in viscosity of different concentrations of 
Xanthan gum at different temperatures. The decreasing trend in viscosity with increase in shear 
rate was observed for all concentrations, regardless of temperature. This decreasing trend in 
viscosity was not observed for low concentrations of Guar gum (Figures 2a and 2b). 

Figure 6 summarizes the shear stress and shear rate relationship for Xanthan gum solutions of 
different concentrations at different temperatures. Linear and power law models were fitted to 
shear stress and shear rate relationships for Xanthan gum (Table 2). Shear stress and shear rate 
relationships for low concentration (0.5g/l and 1g/l) Xanthan gum solutions were close to linear 
(with  R2 from 0.97 to 0.98 for 0.5g/l concentration and, R2 from 0.96 to 0.98 for 1g/l 
concentration). For low concentrations, increase in temperature affected the linear fit to 
experimental data. The value of R2 was highest (i.e., 0.989 and 0.985 for 0.5g/l and 1g/l, 
respectively) at 0.6°C and gradually decreased to its lowest value (i.e., 0.97 and 0.96 for 0.5g/l 
and 1g/l, respectively) at 30.6°C. Thus, linear model fit between shear stress and shear rate was 
observed to be temperature dependent. In other words, Newtonian behavior of low concentration 
Xanthan gum solution was observed to be temperature dependent. 

Future Considerations 
Flow characterization of Newtonian, Non-Newtonian or a combination of both fluids in 
porous media 
Capillary tubes of different diameters and in different ratios will be placed between two 
perforated discs. Silicon will be filled in spaces between capillary tubes to affix the tubes. A 
metal holder will be attached to the disc for easy placement and removal. This small cylindrical 
shape having capillary tubes will be placed in the large cylinder. Fluid will be injected upstream 
and connection will be made for smooth flow of fluid. The downstream of the cylinder will be 
attached to the beaker for collection of effluent through the system. A measuring weight balance 
will be used to record the mass flowing out of the capillary tubes.  

The experiment will be conducted for an individual Newtonian fluid, non–Newtonian fluid and a 
combination of Newtonian and non–Newtonian fluid. The non-Newtonian fluid (Xanthan gum) 
will be prepared using powder mixed with water and heated to the required temperature. It will 
then be placed in the insulation material on the upstream of the cylinder, at a higher head. The 
fluid will flow through the setup to the capillary tube while maintaining constant head in the 
large cylinder. Xanthan gum flow through the capillary tubes will be collected on the 
downstream side in the beaker. The mass flow rate will be calculated at input and output. A 
similar procedure will be deployed for all experiments with each fluid. 

The data acquired from the experiment will explain the flow (infiltration) characteristics of non-
Newtonian fluid and the mixture of Newtonian and non-Newtonian fluid at different 
temperatures in different radii pores. 
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Study of effectiveness of non-Newtonian fluids in soil remediation 
A pore-volume of surrogate contaminant will be introduced into the porous media and the setup 
will be cooled to the desired temperature. Fluid will then be allowed to flow through the media 
and effluent will be collected. The mass balance of the surrogate contaminant collected as 
effluent will be used to study the efficiency of remediation using a particular fluid at a certain 
temperature. 

Principal Findings and Significance 
Complexities associated with pore structures hinder flow model development for a porous media. 
Proper understanding of complex pore structures and flow patterns in the media is important. A 
knowledge of such complexity will provide an opportunity to study and compare the behavior of 
non-Newtonian fluid and Newtonian fluid under different temperature regimes in the soil. It is 
critical to understand the impact of temperature on the rheology and flow of Xanthan gum in soil 
because the adsorption kinetics of each persistent contaminant is different. Once the rheology 
and flow is well understood, the effectiveness of Xanthan gum in remediation of persistent 
contaminants can be studied. Key findings from the rheological study experiments are as below.  

• For low concentration Xanthan gum solutions, temperature affects the viscosity. At high 
concentrations, temperature does not affect variation of apparent viscosity with shear 
rate. 

• In terms of viscosity change, Xanthan gum is more insensitive to temperature compared 
to Guar gum. 

• Decreasing viscosity was observed with increase in temperature. 
• Guar and Xanthan gum solutions demonstrate Newtonian behavior at low concentrations 

at all temperatures.  
• Guar and Xanthan gum solutions demonstrate Non-Newtonian behavior at moderate to 

high concentrations, regardless of temperature. The non-Newtonian shear thinning 
behavior increases with concentration levels. 

Products 
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Tables and Figures 
 
Figures: 
 

  

(a) (b) (c) 

Figure 1.  (a) Samples of different concentrations are in Thermotron temperature chamber to attain 
desired temperature. (b)OFITE Model 900 viscometer used to find the apparent viscosity of Guar 
gum and Xanthan gum samples. The thermometers are capable of measuring the temperature 
within 10 seconds. (c) Frozen samples below zero degree Celsius. 
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Figure 2. Variation of apparent viscosity of Guar gum solution at different temperatures 
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Figure 3. Moderate to high concentrations of Guar gum solution demonstrate shear thinning non-
Newtonian behavior. Low concentrations of Guar gum solution demonstrate Newtonian behavior. 

  

(a) (b) 

(c) (d) 
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(a) (b) 

Figure 4.  Effect of NaCl (10g/l) on apparent viscosity of low concentration Guar gum solutions. 
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Figure 5. Effect of temperature on Xanthan gum viscosity of different concentration. 

  

(a) (b) 

(c) (d) 
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Figure 6. Shear stress and shear rate relationship for Xanthan gum solutions at different 
temperatures. 
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Table 1. Linear and Power model curve fitting for Guar gum solutions at different temperatures. 

Temperature 
(Celsius) 

 
Concentrations 

(g/l) 
 

Equations R2 

0.6°C 

0.5 y = 0.0059x - 0.1721 0.996 
1 y = 0.0088x + 0.0151 0.9907 
3 y = 0.2842x0.6699 0.9985 
6 y = 3.8393x0.4125 0.9977 
7 y = 5.5126x0.3893 0.9935 

5°C 

0.5 y = 0.0047x - 0.0976 0.9982 
1 y = 0.0075x + 0.0193 0.9975 
3 y = 0.273x0.661 0.9986 
6 y = 5.0011x0.3868 0.9977 
7 y = 11.085x0.3054 0.9946 

15°C 

0.5 y = 0.0061x - 0.0093 0.9985 
1 y = 0.0061x - 0.0093 0.9985 
3 y = 0.2659x0.6442 0.9979 
6 y = 5.0088x0.3734 0.9978 
7 y = 7.7237x0.3346 0.998 

19°C 

0.5 y = 0.0036x - 0.0936 0.9986 
1 y = 0.0057x - 0.0085 0.9978 
3 y = 0.2135x0.6666 0.9976 
6 y = 4.405x0.385 0.9977 
7 y = 9.0458x0.3185 0.999 

30.6°C 

0.5 y = 0.0032x - 0.0119 0.9982 
1 y = 0.0058x + 0.0592 0.9972 
3 y = 0.2068x0.6613 0.9954 
6 y = 3.9294x0.3837 0.9969 
7 y = 6.8665x0.3353 0.9976 
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Table 2. Linear and Power model curve fitting for Xanthan gum solutions at different temperatures. 

Temperature 
(Celsius) 

Concentrations 
(g/l) Equations R2 

0.6°C 

0.5 y = 0.0102x + 1.186 0.9893 
1 y = 0.0148x + 2.2764 0.9858 
3 y = 1.6625x0.3706 0.9743 
6 y = 7.009x0.2443 0.9255 
7 y = 8.4501x0.2346 0.9509 

5°C 

0.5 y = 0.0072x + 0.8468 0.9824 
1 y = 0.0112x + 2.0457 0.9808 
3 y = 1.8792x0.3467 0.9756 
6 y = 6.4653x0.2549 0.9535 
7 y = 8.9138x0.2306 0.9474 

15°C 

0.5 y = 0.0066x + 0.8252 0.981 
1 y = 0.009x + 1.9632 0.9742 
3 y = 1.9895x0.3258 0.9793 
6 y = 7.5214x0.2233 0.9521 
7 y = 9.3121x0.2151 0.9565 

19°C 

0.5 y = 0.0058x + 0.8725 0.9765 
1 y = 0.0082x + 1.7383 0.9712 
3 y = 2.0528x0.3144 0.9818 
6 y = 7.6034x0.2174 0.9516 
7 y = 9.5639x0.2107 0.9659 

30.6°C 

0.5 y = 0.0056x + 0.7107 0.9776 
1 y = 0.0083x + 1.9407 0.9687 
3 y = 2.2729x0.2852 0.9898 
6 y = 7.7484x0.1949 0.951 
7 y = 10.028x0.1855 0.95 
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1. Project Title 
Variable lapse rates and the mass balance of a well-studied glacier in south-central Alaska: 
Confirmation and extension 

2. Principal Investigators 
(1) Roman J. Dial, Professor of Mathematics and Biology, Alaska Pacific University, 
roman@alaskapacific.edu, 907-564-8296. (2) Jason E. Geck, Assistant Professor of Earth 
Science, Alaska Pacific University, jgeck@alaskapacific.edu, 907-564-8309 

3. Abstract 
Modeling snowmelt is important for water management and resource planning in northern and 
mountainous regions. Distributed melt models apply variations on degree-day models that are 
spatially distributed, generally using constant environmental lapse rates (the relationship between 
elevation and temperature) to extend weather station data beyond the locale where it is collected. 
We show that on Eklutna Glacier, a source of drinking water and hydropower for Anchorage, 
Alaska, lapse rates are not only highly variable, but often inverted during the melt season. We 
installed three weather stations in the accumulation basin of Eklutna, from 1375 to 1500 meters 
above sea level, to collect temperatures and melt rates. Temperature sensors in so-called 
mechanically aspirated shields and naturally aspirated shields logged temperature data hourly 
while photographing ablation stakes four times daily. Melt rates and temperatures were regressed 
on elevation to estimate daily lapse rates. We found that temperatures were inverted well over 
half the melt season; melt rates were also inverted about one-third of the melt season, with equal 
or greater melt at higher elevations. There was no correlation between melt lapse and 
temperature lapse. We investigated local weather variables and HYSPLIT modeled air 
movement. While inversions were more likely during high temperatures and high pressure, they 
were less likely when windy. We found that the odds of melt inversions were not related to any 
weather or air movement variables we measured. Our results may explain, in part, why models of 
melt in Alaska, including WASIM and DTIMM applied to Eklutna and a recent basin-wide 
comparison of discharge into the Gulf of Alaska, consistently underestimate discharge: there is 
more melt observed than expected because the melt models apply a constant lapse rate that is 
never inverted. 

4. Problem/Motivation and Research Objectives 
Snow-covered landscapes provide freshwater through snowmelt to natural and human 
communities. Understanding and predicting the volume of discharge due to snow and ice run-off 
is important in a world of growing populations, dwindling resources, and warming temperatures. 
Ice and snow melt modelling with temperature-index models, such as variations of the degree-
day model (DDM), are convenient and simple, often applied using as few as a single temperature 
station to estimate melt across a highly variable mountain landscape. DDMs sum daily 
temperatures above zero Celsius, or positive degree days, and apply a degree-day factor (melt per 
degree day) to estimate or predict snow or ice melt, an idea that is quite old and established 
(Martins, 1842). Spatially distributed melt models apply constant, negative temperature lapse, 
either environmental lapse rate or free-air moist adiabatic lapse rate. The moist adiabatic lapse 
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rate, a troposphere average of -6.5 °C km-1, describes how much freely moving air cools as it 
rises (Barry & Chorley, 2009). Studies of surficial, or environmental, lapse rates that describe the 
cooling temperatures of non-rising air with topographic elevation, find that these lapse rates vary 
over time and space (Gardner et al., 2009; Gardner & Sharp, 2009; Minder et al., 2010; Petersen 
& Pellicciotti, 2011). The use of constant lapse rates will likely bias estimates of melt from 
DDMs, and will seriously underestimate melt if lapse rates are inverted—i.e., temperature 
increases with elevation–during the melt season (Minder et al., 2010). For example, Beamer et 
al. (2016) recently compared a suite of melt-based snow melt models that relied on lapse rates to 
mass balance estimates from NASA’s Gravity Recovery and Climate Experiment (GRACE). 
While GRACE, too, has limitations affecting accuracy (Velicogna & Wahr, 2013), Beamer et 
al.’s best model underestimated discharge into the Gulf of Alaska. It is becoming increasingly 
clear that distributed models need accurate parameters to produce accurate discharge. 

In this study we examine temperature and melt inversions at Eklutna Glacier in Southcentral 
Alaska (Figure 1). Previous work has documented both temperature inversions (Ganey, 2015) 
and melt inversions (Dethlefs, 2012; Ganey 2015), where melt is greater at higher elevations, on 
the Kenai Peninsula’s Harding Icefield, a pattern consistent with long-term thinning on the 
Harding Icefield (VanLooy et al., 2006). Similarly, a report previous to this one (Dial, 2017) 
documented frequent, deep, and persistent temperature inversions on Eklutna Glacier in 2016, a 
pattern consistent with so-called “anomolous thinning” (Sass, 2012). Here, we examine both 
2016 and 2017 melt season inversions, as well as possible weather variables related to the 
presence of inversions. 

5. Methodology 
We collected data for surface lowering, temperature, and weather variables from Eklutna 
Glacier’s accumulation basin (> 1300 meters above sea level) during the 2016 and 2017 melt 
seasons. We used daily averaged temperature and melt data to calculate the relationship between 
these variables and elevation using three locations (Table 1) from 1375 to 1500 meters above sea 
level (m asl), and used the relationship to identify inverted and non-inverted lapse rate for both 
melt and temperature on a daily scale. Logistic regressions were performed to identify potential 
relationships of weather variables to inversions. We also performed graphical comparison of air 
movement during inversions and non-inverted days to investigate potential advection of warm 
and moist air from Gulf of Alaska air masses onto the glacier. 

5.1 Study site 
At the far western end of the extensive complex of glaciers in the Chugach Mountains of 
southcentral Alaska, Eklutna Glacier is located in a coastal climate division with a maritime 
seasonal temperature range (Bieniek et al., 2012). The glacier is roughly 50 km from Anchorage, 
covering 29.5 km2 across an elevation range of 580 to 2100 m asl (Sass et al., 2017). Eklutna 
Glacier is a source for up to 90% of Anchorage’s municipal water and 2 to 3% of its municipal 
electricity (Sass et al., 2017). Previous studies on Eklutna Glacier include mass balance and 
thinning (Sass et al., 2017), runoff (Brabets, 1993), flow dynamics (Sass et al., 2009), ice worms 
(Dial et al., 2012), and the role of snow algae in snowmelt (Ganey et al., 2017). 
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5.2 Weather Measurements 
We established three weather stations (ELA, MID, and ACC; Figure 1) at varying elevations 
(Table 1) in the Eklutna Glacier accumulation zone to measure temperature and melt over the 
2016 and 2017 melt seasons.  One of these stations (ELA: elevation 1375 m asl) recorded 
weather variables, including precipitation, relative humidity, wind-speed, and wind direction in 
2016 and 2017. Broadband albedo, as the ratio of outgoing to incoming radiation, was also 
measured in 2016. Weather sensors were installed on floating tripods of our own design on the 
glacial surface (Figure 2a). Helicopter and foot travel were used for access. 

Temperatures -- Data loggers (Campbell scientific, model CS215) recorded mean hourly 
temperatures 2 m above the snow surface from 15 May to 11 September 2016 at each site. Each 
temperature sensor was equipped with a radiation shield (Apogee TS-100, naturally-aspirated). 
In 2017, additional data loggers recorded temperatures with Apogee TS-100 mechanically-
aspirated radiation shields from 6 July to 8 September for comparison to naturally aspirated 
radiation shields, allowing a test of the two methods. Henceforth, temperatures will be specified 
as ‘mechanically-aspirated’ when referring to temperatures measured with a mechanically 
aspirated shield. 

Melt rates -- We monitored surface lowering as a proxy for melt using ablation stakes and 
interval photography. Stakes were installed at sites MID (elevation: 1450 m asl) and ACC 
(elevation: 1505 m asl) and marked with black electrical tape every 10 cm (Figure 2b). Exposed 
heights of stakes were captured using Wingscapes Timelapse Cameras (SKU: WCT-00122) set 
to automatically record every 6 h (Figure 2b). Ablation stake heights during 2016 were estimated 
from photographs at a precision of 5 cm and during 2017 at a precision of 2 cm. 

Automated weather station -- An automated weather station (AWS; Figure 2a) at ELA recorded 
relative humidity, broadband albedo, precipitation, and surface lowering measurements using a 
sonic ranger (SR50-L Ultrasonic Distance Sensor, accuracy ±1 cm). The ranger measured hourly 
snow surface lowering from 15 May to 11 September 2016 and 6 May to 8 September 2017. In 
2017, the sonic ranger tipped towards the ground around 19 July until manually righted 31 
August. This tipping likely affected albedo and radiation measurements, so they are not 
presented here. A time-lapse video captured the ELA using a Brinno TLC200 Time Lapse HD 
Video Camera. Site ELA also included an anemometer recording hourly wind speed and 
direction. Wind directions at ELA during 2016 were suspect beginning 15 June and are not 
presented here. A barometer (Onset, model U20L) was installed near the glacier at ground level 
along the West Fork of Eklutna River (Figure 1) and measured absolute pressure on an hourly 
basis. 

Cloud Cover -- We visually evaluated cloud cover during 2017 with photographs from ELA, 
MID, and ACC using a simple 0–100% scale based on standard 0–1 classifications (Table 2) and 
adapted from NASA Earth Observer (www.globe.gov). The ELA site camera faced south, the 
MID camera faced northeast, and the ACC camera faced north (Figure 2b). 

 

 



 4 

5.3 Statistical analysis 
Statistics were performed in R (version 3.4.0). Ablation stake heights were converted to daily 
surface lowering (melt in cm d-1). These melt values, as well as hourly temperature values, were 
averaged over day of year as daily means, resulting in cm day-1 and °C. Temperatures and melt 
are generally assumed to decrease with increasing elevation. The slopes of the relationships 
between melt and elevation (e.g., cm d-1 km-1) and temperature and elevation (e.g., °C km-1) are 
referred to as “surface lapse rates.” An “inversion” in this assumed negative relationship means 
there is no relationship with elevation or an increase in melt and/or temperature with increasing 
elevation. That is, if L signifies surface lapse of either melt rate or temperature, then L < 0 is 
non-inverted (i.e., normal) and L ≥ 0 is inverted. Surface lapses for both temperature and melt 
(here referred to as simply “lapse”) were calculated from daily means over elevations (in meters) 
through simple linear regression: Y = a + LE, where Y is daily melt (in cm d-1) or mean daily 
temperature (°C d-1), L is lapse rate, and E is elevation (in km). Lapse rates are thus presented as 
cm km-1 for melt lapse and °C km-1 for temperature lapse. Regressions were calculated on a daily 
basis using all three sites: ELA, MID, and ACC. For 2016 this resulted in 76 days during the 
melt season (DOY 136–211 or 15 May–29 July) and 52 days for 2017 (DOY188–239 or 7 July–
27 August). We used logistic regression to investigate the probability, P, that a day’s lapse was 
inverted given available daily weather variables, xi, where i = 1,…,n are the n available weather 
variables and logit(P) = ln (P/(1-P)) = β0 + βi xi, or P = exp(β0 + βi xi ) (1+ exp(β0 + βi xi ))-1. We 
used the Wald-test significance (p-values < 0.05) of the regression coefficients, βi, in these 
logistic regressions to identify variables that may have a relationship with inversions in melt or 
temperature. Each weather variable was first used in multiple logistic regression with year as an 
additional covariate, both as an addition and an interaction, and then used in simple logistic 
regression for a given year, if there was a significant year effect detected in the multiple 
regression. We applied the standard Bonferroni correction to the significance level of p = 0.05, 
given the large number of regressions. 

5.4 HYSPLIT modelling 
We evaluated the possibility of air mass advection being related to inversions by modelling air 
trajectories using the Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model 
of the NOAA Air Resources Laboratory (Stein et al., 2015; Rolph et al., 2017). Single 
trajectories were run once each day of measured lapse rates in 2017, giving 52 total trajectories. 
Model parameters involved North American Regional Analysis (NARR) 32 km meteorology, 
single level at 1600 m asl. Trajectories were run backwards for 48 hours, ending 0300 UTC at 
the destination, that is, ELA, converted to UTM coordinates using ArcMap version 10.3.1 
(ESRI), then calculated as mean trajectory using circular statistics. Mean HYSPLIT trajectories 
and ELA hourly wind-speed and direction were then classified into inverted or non-inverted days 
for both temperature and melt lapse, after adding 180° to HYSPLIT so HYSPLIT trajectory and 
wind direction shared a directional scheme. 

6. Principal Findings and Significance 
Melt and temperature recorded at three stations on the Eklutna Glacier above the equilibrium line 
altitude (ELA) showed that both temperature lapse and melt lapse rates were highly variable and 
often inverted, but uncorrelated with each other during the 2016 and 2017 melt seasons. 
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Temperature lapse rates measured with mechanically-aspirated radiation shields were inverted 
slightly more frequently than temperatures measured with naturally-aspirated radiation shields, 
but both were strongly correlated with each other. Using simple logistic regression we explored 
possible relationships between weather variables and the presence of lapse inversions, including 
modeled air movement using HYSPLIT. 

6.1 Temperature inversions 
Temperature lapse rates were more often inverted than not inverted during the 2016 and 2017 
melt seasons (Figure 3). Mean temperature lapse rates were positive in both 2016 (naturally 
aspirated:  L = 4.0 °C km-1) and 2017 (naturally aspirated:  L = 7.2 °C km-1; mechanically 
aspirated L = 5.6 °C km-1). Temperature lapse was inverted during much of the melt season for 
both years (Figure 4), with both mechanically-aspirated and naturally-aspirated shielded 
temperature sensors. Of 76 consecutive days in 2016, temperature lapse rate was inverted well 
over half the time (58% or 44 days). Similar results held in 2017 when both mechanically-
aspirated and naturally-aspirated radiation shields were installed. Of consecutive 52 days in 
2017, daily temperature lapse calculated with naturally-aspirated shields were inverted over 70% 
of the time (71% or 37 days) and non-inverted nearly 30% of the time (29% or 15 days). Using 
mechanically-aspirated shields indicated even more frequent inversions. Out of a total of 52 days 
of consecutive data, mechanically-aspirated temperature results were inverted nearly 80% of the 
days (79% or 41 days) and non-inverted around 20% of the time (21% or 11 days). Even though 
naturally-aspirated and mechanically-aspirated temperatures in 2017 were very similar (Figure 
5), mechanically-aspirated temperature lapse rates were inverted about 10% more often. 

6.2 Melt Inversions 
Melt lapse rates (calculated as the slope of daily melt regressed on elevation) were inverted over 
30% of the melt season in both years (Figure 3), meaning that about one day out of three snow 
melted more at higher than lower elevations in the accumulation basin. Mean values of melt 
lapse (Figure 4) were negative in both years, but much more negative in 2016 (-20 cm km-1) than 
2017 (-6 cm km-1). Percentage of melt season when daily melt rates were inverted was very 
similar between years. Out of 76 consecutive sample days in 2016, melt lapse rates were inverted 
32% of the time (24 days). Of 52 consecutive sample days in 2017, melt lapse was inverted 35% 
of the time (18 days). 

6.3 Independence of Melt and Temperature Lapse Rates 
While both melt and temperature lapse rates were often inverted, we detected no correlation (r ≤ 
0.02) between daily melt lapse and temperature lapse rates in either year (Figure 6). Time series 
of temperature (including mechanically-aspirated) and melt for both years revealed that 
temperature and melt lapse rates were often out of phase (Figure 5), and melt lapse did not 
appear to lag temperature lapse, but instead to be independent of temperature. Temperature lapse 
was inverted almost 30% more often than melt lapse in 2016, and 40% more often in 2017. 
Temperature lapse using a mechanically-aspirated shield was inverted nearly 45% more often 
than melt lapse rate. The lack of correlation between daily temperature and melt lapse rates in 
both years is consistent with the independence of temperature and melt on a daily scale. The 
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correlation between daily temperature and melt lapse rates (Figure 6) was essentially zero in 
2016 (r = 0.01, p = 0.90) and 2017 (r = 0.02, p = 0.86). 

6.4 Covariates of Inversions 
Logistic regression on combined 2016 and 2017 data with year as an interaction term added little 
support at a Bonferroni level of significance (p < 0.004) for any weather variables as causative 
for inversions, other than warm temperatures increased the probability of temperature inversions. 
For logistic regressions of the presence of temperature inversions on individual weather variables 
(Table 3) and their interaction with year, no interactions were significant, while three weather 
variables, all related to temperature, revealed year as an additive term and were also significant 
(Bonferroni corrected p <0.004) covariates: ELA max temperature (p = 0.001), MID max 
temperature (p < 0.001), and ACC max temperature (p < 0.001). Each of these three covariates 
increased the odds of temperature inversions. 

Other covariates significant at 0.004 < p < 0.05 (Table 3) included increasing cloud cover, which 
reduced probability of temperature inversions; increasing ELA max windspeed in 2017, which 
also reduced probability of temperature inversions; and increasing absolute pressure, which 
increased the probability of temperature inversions. 

Of seven qualitatively different measures of weather (temperature, precipitation, humidity, 
pressure, local wind, regional air movement, and solar radiation) only two (temperatures and 
wind speed) predicted temperature inversions in 2016 (Table 4) at the Bonferroni level of 
significance (p < 0.004). The significance of temperatures for predicting the probability of 
temperature inversions was higher (p < 0.004) than that of incoming radiation and albedo, which 
were significant at a less restrictive level (0.004 < p < 0.05). 

Several weather variables significantly predicted temperature inversions in 2017, although we 
had no radiation data for that year. The presence of temperature inversions was significantly 
related to temperatures and max windspeed at the Bonferroni correction level of 0.004, while 
absolute pressure and cloud cover were significant at the 0.05 level (Table 5). A rise in all 
temperatures and a rise in absolute pressure increased the probability of inversion. A decrease in 
ELA max windspeed and mean total cloud cover also increased this probability. Using 
mechanically-aspirated temperatures, the same results held with the exception of cloud cover, 
which was not significant (Table 5). 

At the Bonferroni corrected or uncorrected level of significance, no weather variable 
significantly predicted melt inversions in either 2016 or 2017 (Table 6). Only two variables 
demonstrated p < 0.5 in either year. In 2016, an increase in albedo (which was not measured in 
2017) was positively associated with melt inversions (p = 0.15) and in 2017 relative humidity 
was nearly significant at the 0.05 level (p = 0.06). 

Pairwise correlation among all available weather variables (Table 7) against each other revealed 
that correlations above r = 0.50 happened mostly between different summary statistics of daily 
temperatures at different stations. There were only four pairs of variables with r > 0.50 that were 
not between daily temperature summary statistics. These included ACC melt vs. melt lapse (r = 
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0.79), ELA daily melt vs. ELA mean daily temperature (r = 0.52), ELA daily melt vs. daily mean 
of all stations (r = 0.51), and ELA daily melt vs. MID mean daily temperature (r = 0.50). 

6.5 HYSPLIT Trajectories and Wind Direction 
Measured hourly ELA wind direction (Figure 7) and modeled HYSPLIT trajectories (Figure 8) 
were similar, showing no differences between inverted and non-inverted days for either daily 
temperature or melt lapse rates. Average trajectory and hourly wind directions on inverted days 
mostly kept to the southeast for both temperature and melt, with similar results on non-inverted 
days. Wind speeds on inverted and non-inverted days had nearly identical ranges, around 0 – 4.6 
m sec-1 (Figure 7). HYSPLIT mean trajectory and ELA hourly wind directions were very similar 
overall (Figures 7 and 8) suggesting that southeast winds were generally dominant within this 
study period. 

6.6 Significance 
The daily estimated temperature and melt lapse rates reported here indicate that both vary 
substantially and are often inverted during the melt season in the accumulation zone of 
southcentral Alaska’s Eklutna Glacier. Moreover, the two lapse rates are uncorrelated on a daily 
basis. Temperature-index models, like the degree-day-sum model (e.g., Beamer et al., 2016) use 
elevation and temperatures as input to model melt spatially. Temperature-index models are 
sensitive to choice of lapse rates, yet most apply a constant negative (– 6.5 °C km-1) 
environmental lapse rate (the rate of cooling above a topographic surface for unmoving air), 
which is generally motivated by the moist adiabatic lapse rate, the rate of cooling for moist, free-
rising air (Minder et al., 2010; Hodgkins et al., 2012). Our findings demonstrate highly variable 
temperature lapse rates that are often inverted in the accumulation zone of an Alaskan glacier, 
supporting other calls to incorporating this variability when modeling melt (Rolland, 2003; 
Gardner et al., 2009; Minder et al., 2010; Petersen et al., 2011; Hodgkins et al., 2012; Petersen et 
al., 2013). Because Eklutna Glacier loses most mass from above the ELA in its upper basin of its 
main branch (Sass et al., 2017), the inversions described here imply that any distributed melt 
models using constant and negative lapse rates will underestimate melt in the accumulation zone, 
underestimate downstream discharge, and overestimate glacier mass balance. 

Naturally vs. Mechanically-Aspirated Shields. The close similarity of 2017 naturally-aspirated 
and mechanically-aspirated temperatures give confidence to the naturally-aspirated data from 
2016, previously reported with additional accumulation basin temperatures on both the Eklutna 
and nearby Whiteout Glaciers. These additional sites showed similar results as shown here: 
frequent, deep and long lasting inversions (Dial and Geck, NWIR 2017 report). In addition, 
mechanically-aspirated shields demonstrated even more frequent temperature inversions than 
naturally-aspirated shields. This suggests that 2016 results may be even more inverted than 
documented here. These temperature results, which are mostly inverted overall, illustrate the 
potential value of including variable temperature lapse rates in melt modelling. 

Possible Causes of Melt Season Temperature Inversions. Both 2016 and 2017 mean 
temperature lapse rates were positive, while mean melt lapse rates were negative (Figure 3). The 
2016 mean lapse rate is roughly seasonal, from 15 May to 29 July, and equals 3.99 °C km-1. This 
number is similar in magnitude but opposite in sign to previously found summer rates in the 
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Canadian Arctic of -4.1 °C km-1 (Marshall et al., 2006) and -4.9 °C km-1 (Gardner et al., 2009). 
Mean temperature lapse in 2017 on Eklutna Glacier was even higher (+7.2 °C km-1), while the 
mechanically-aspirated 2017 lapse (+5.62 °C km-1) was between the two. Conversely, mean melt 
lapse rates in both years were negative, and substantial in 2016 (-19.87 cm km-1), which furthers 
the notion of de-coupling between temperature and melt on daily scales. 

Few weather variables were significantly related to temperature inversions. Weather variables 
vary spatially in mountain climates and are important for glacial studies (Rolland, 2003). In 
2016, probability of temperature inversion increased as temperatures and incoming radiation 
increased and albedo decreased (Table 4). Albedo is important in modelling glacial melt–lower 
albedo coincides with exposure of dark areas, which have less reflectivity and therefore melt 
more. Albedo depends on the nature of the glacial surface, for example, glacial ice has lower 
albedo than snow (Hock et al., 2005). Albedo links temperatures with incoming radiation; 
however, it is difficult to say how these are related to increased temperature inversions. In 2017, 
the probability of temperature inversion increased as temperatures and absolute pressure 
increased, and ELA max windspeed and mean total cloud cover decreased (Table 5). The idea 
that strongest daily lapse rate cycles happen when there is weak wind and lack of cloud cover has 
been documented previously (Lesins et al., 2010; Pike et al., 2013b). Increased cloud cover 
usually coincides with cooler temperatures, storms and strong winds, meaning a mechanical 
breakup of inversions. Gulf of Alaska glaciers are strongly linked to mean summer air 
temperatures (Arendt et al., 2013). Warm temperatures and higher humidity tend to be associated 
with coastal sea air, possibly passing over the ocean or bodies of water. However the HYSPLIT 
model trajectories and local wind directions failed to reveal differences between air movement 
on inverted and non-inverted days (Figure 7). Inversions may thus be related to local 
phenomenon rather than large air masses. According to both HYSPLIT and ELA wind 
directions, Eklutna winds generally came from roughly southeast during the study periods. 
Therefore, winds at this site most likely come from moist and warm air passing over the Gulf of 
Alaska overall. It is worth noting that HYSPLIT results matched field measured ELA wind 
direction, strengthening confidence in HYSPLIT and suggesting it may be useful in similar 
studies in the future where wind direction may be unavailable. 

The Role of Temperature in Snowmelt. Lack of correlation between temperature and melt 
lapses and differences in amount of inversions between the two suggest independence of 
temperature and melt inversions. Conventionally, temperature is expected to cause melt at all 
temporal scales—as air temperature cools there is less melt, so if temperature cools with 
elevation increase, then melt rate too will lessen. Our results illustrate that neither lapse lags the 
other, contradicting the traditional concept of temperature driving melt. Instead, temperature and 
melt seem de-coupled. 

Other explanations may include the lowering of albedo and exposure of low-albedo ice by glacial 
microbes and algae, which increase melt (Ganey et al., 2017). These may be contributing to melt 
at lower elevations and therefore causing more non-inverted melt days, even while temperature 
remains inverted. The fact that melt lapse rate does not relate to temperature lapse rate is 
surprising and suggests something decouples the two, possibly local-scale environmental or 
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weather variables. The scale of correlation is important. In the case of this study, lapse rates were 
daily and uncorrelated. When these are averaged over weekly and monthly scales, they become 
more correlated (Dial, unpublished). 

Better understanding of melt season inversions and their controls is crucial for studies that use 
point samples of temperature, such as DDMs. Strengthening this family of models is vital for 
understanding mountain and glacial climates into the future, especially in the context of sea level 
rise and water resources. 
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Figures 
 

 
 
Figure 1:  Map of Eklutna Glacier and weather station sites. The glacier extent (2010) is shown in 
dark gray, outlined in black. The thick black boundary depicts the glacier’s watershed. Black dots 
depict study sites, three weather stations of increasing elevation in order ELA, MID, and ACC. 
Black triangle depicts nearby West Fork Eklutna River where barometer was present. Upper left 
inset shows glacier location in Alaska. 
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 (a) (b) 
 
Figure 2: (a) An example of a weather station atop a tripod, with temperature sensors 2 m above 
ground, windspeed and direction facing North, and camera facing ablation stake. (b) A photo from 
weather station ACC, elevation 1505 m asl, collected on 9 July 2017 at 7:15 am. Ablation stake is 
visible on the right side atop the glacial surface, with surrounding mountains in the background. 
Camera was facing North. 
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Figure 3: Density plots of temperature and melt lapses for 2016 and 2017. The blue bar color 
represents negative lapses (considered ‘non-inverted’) and pink bar color represents positive lapses 
(‘inverted’). The red vertical, solid line and upper right gamma value represent the temperature 
lapse mean value if inverted, while the line is blue if non-inverted. 2017 mechanically-aspirated 
mean is specified with ‘mech’ subscript. The black, dotted vertical line represents the often-used 
value of -6.5 °C km-1 in the case of temperature lapse. Upper right m value represents melt lapse 
mean. In (a) and (b) temperatures are naturally-aspirated; in (c), temperatures are mechanically-
aspirated; (d) refers to melt lapse in 2016; and (e) refers to melt lapse in 2017. 

(a)

(b)

(c)

(e)

(d)
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Figure 4: Inversion days for both temperature and melt DOY 136 - 211 (15 May - 29 July), a total 
of 76 days in year 2016 and DOY 188 - 239 (7 July - 27 August), a total of 52 days in year 2017. 
Temperature lapse classifications represented by plots on left, with melt on right. In (a) and (b), 
temperatures are naturally-aspirated. In (c), temperatures are mechanically-aspirated, as indicated. 
(d) refers to melt lapse in 2016 and (e) to melt lapse in 2017. All classifications based on daily 
lapse. 

(a)

(b)

(c)

(d)

(e)
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Figure 5: TOP: (a) Temperature and melt lapse on Eklutna Glacier over DOY 136 - 211 (15 May 
- 29 July), a total of 76 days in year 2016. The black line represents temperature lapse (C° km-1) 
while the gray line represents melt lapse (cm km-1). Anything above 0 line represents an inversion. 
Temperatures are naturally-aspirated. BOTTOM: (b) Temperature and melt lapse on Eklutna 
Glacier over DOY 188 - 239 (7 July - 27 August), a total of 52 days in year 2017. Black line 
represents temperature lapse (C° km-1) and gray line represents melt lapse (cm km-1). Anything 
above 0 line represents an inversion. In (a), temperatures are naturally-aspirated. In (b), 
temperatures are mechanically-aspirated, as indicated.  
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(b) 

 
Figure 6: Temperature lapse (C° km-1) against melt lapse (cm km-1) on (a) 15 May - 29 July, a 
total of 76 days in year 2016 and (b) 7 July - 27 August, a total of 52 days in year 2017. Both 
lapses are daily. Black dots represent instances of naturally-aspirated temperature lapse and melt 
lapse on the same day. The thick black lines represent linear relationship between lapses. The 
estimated measure of association is represented on upper right, calculated using Pearson's product-
moment correlation. 
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Figure 7: Mean daily windspeed and wind direction from ELA anemometer data for DOY 188-
239 (7 July - 27 August), a total of 52 days in year 2017. The light gray lines indicate non-inverted 
days while dark gray lines indicate inverted days for both melt on the left and temperature on the 
right. Gray radial grid represents mean windspeed ranging from 0 to 5 m sec-1. (a) refers to non-
inverted naturally-aspirated temperature lapse days, (b) refers to non-inverted melt lapse days, (c) 
refers to inverted naturally-aspirated temperature lapse days, and (d) refers to inverted melt lapse 
days. 
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Figure 8: Mean daily trajectory results from the HYSPLIT model run at 48 hours for DOY 188-
239 (7 July - 27 August), a total of 52 days in year 2017.  The light gray lines indicate non-inverted 
days while dark gray lines indicate inverted days for both melt on the left and temperature on the 
right. Gray radial grid does not correspond to windspeed, so all line limits are equal. (a) refers to 
non-inverted naturally-aspirated temperature lapse days, (b) refers to non-inverted melt lapse days, 
(c) refers to inverted naturally-aspirated temperature lapse days, and (d) refers to inverted melt 
lapse days. 
  



 20 

TABLES 

Table 1: Weather stations on Eklutna Glacier, with latitude and longitude coordinates and heights 
in meters above mean sea level (m asl). 

Weather Station Location GPS Height (m asl) 

ELA 61.21156360, -148.9575564 1376 

MID 61.19563419, -148.9548241 1449 

ACC 61.19638706, -148.9333888 1505 
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Table 2: Cloud cover classification scale, 0-100% with cloud cover (cc) value assigned based on 
weather station pictures. 

Cloud cover (cc) % of sky covered by clouds cc value assigned 
few <0-10 5 

isolated 10-25 17.5 

scattered 25-50 37.5 

broken 50-90 70 

overcast 90-100 95 

fog fog at stake, blocking sky 100 

dark evening/night time NA 
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Table 3: Inverted temperature lapse probability results as a function of all available weather 
variables and year using logistic regression. Both additive and interactive relationship of weather 
variables and year are present. Significant variables under Bonferroni correction of 0.004 are 
represented in bold. 

 

probability 
of inverted 

temperature 
lapse 

(additive) 

do year and 
weather 
covariate 

work 
together? 
(additive) 

probability of 
inverted 

temperature 
lapse 

(interactive) 

do year and 
weather 
covariate 
interact? 

(interactive) 

weather 
covariate 

interaction 
with year 

number of 
observations 

 Odds 
Ratio p Odds 

Ratio p Odds 
Ratio p Odds 

Ratio p Odds 
Ratio p   

Mean total temperature (°C) + <.001 + 0.047 + 0.156 + 0.047 - 0.157 128 

ELA max temperature (°C)  + <.001 + 0.001 + 0.164 + 0.022 - 0.165 128 

ELA mean temperature (°C)  + 0.002 + 0.039 + 0.191 + 0.054 - 0.191 128 

MID max temperature (°C)  + <.001 + <.001 - 0.678 + 0.6 + 0.677 128 

MID mean temperature (°C)  + <.001 + 0.13 + 0.197 + 0.088 - 0.197 128 

ACC max temperature (°C)  + <.001 + <.001 _ 0.592 + 0.464 + 0.591 128 

ACC mean temperature (°C)  + <.001 + 0.038 + 0.19 + 0.053 - 0.191 128 

Mean total cloud cover (0 - 100) - 0.024 NA NA - 0.024      52 

ELA relative humidity (%) 0 0.528 + 0.166 + 0.818 + 0.743 0 0.818 128 

ELA total rain (mm) 0 0.939 + 0.132 - 0.719 + 0.159 + 0.719 128 

ELA max windspeed (m sec-1) - 0.002 NA NA - 0.002      52 

ELA mean windspeed (m sec-1) - 0.074 NA NA - 0.074      52 

HYSPLIT mean trajectories (degrees °) 0 0.361 NA NA 0 0.361      52 

Absolute pressure (kPa) + 0.032 + 0.027 - 0.463 - 0.47 + 0.462 93 

ELA incoming radiation 0 0.029 NA NA 0 0.029     76 

ELA outgoing radiation 0 0.144 NA NA 0 0.144     76 

ELA albedo - 0.021 NA NA - 0.021     76 

            

Bonferroni correction = 0.004            

Odds Ratio = 0 if within 0.98-1.02         
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Table 4: 2016 inverted (naturally-aspirated) temperature lapse probability results as a function of 
all available weather variables using logistic regression. Data covers DOY 136-211 (15 May - 29 
July), a total of 76 days in year 2016. All variables as daily means unless stated otherwise (e.g., 
ELA total rain, which is a daily total). P-value defined as Wald-test p-value. Significant variables 
under Bonferroni correction of 0.004 are represented in bold. 
 

 probability of inverted 
temperature lapse 2016 

 B p 

Mean total temperature (°C) + <.001 

ELA max temperature (°C) + <.001 

ELA mean temperature (°C) + 0.003 

MID max temperature (°C) + <.001 

MID mean temperature (°C) + <.001 

ACC max temperature (°C) + <.001 

ACC mean temperature (°C) + <.001 

ELA relative humidity (%) 0 0.505 

ELA total rain (mm) - 0.713 

Absolute pressure (kPa) + 0.605 

ELA albedo (0 - 1) - 0.021 

ELA incoming radiation (W m-2) + 0.029 

ELA outgoing radiation (W m-2) 0 0.144 
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Table 5: 2017 inverted (naturally-aspirated) and mechanically-aspirated temperature lapse 
probability results as a function of all available weather variables using logistic regression. Data 
covers DOY 188-239 (7 July - 27 August), a total of 52 days. All variables as daily means unless 
stated otherwise (e.g., ELA total rain, which is a daily total). P-value defined as Wald-test p-
value. Significant variables under Bonferroni correction of 0.004 are represented in bold. 
 

 probability of inverted 
temperature lapse 2017 

probability of inverted 
mechanically-aspirated 
temperature lapse 2017 

 B p Bmech pmech 

Mean total temperature (°C) + 0.014 + 0.014 

ELA max temperature (°C) + 0.05 + 0.058 

ELA mean temperature (°C) + 0.274 + 0.135 

MID max temperature (°C) + 0.002 + 0.006 

MID mean temperature (°C) + 0.01 + 0.013 

ACC max temperature (°C) + 0.002 + 0.002 

ACC mean temperature (°C) + 0.003 + 0.004 

Mean total cloud cover (0 - 100) - 0.024 - 0.061 

ELA relative humidity (%) 0 0.933 + 0.568 

ELA total rain (mm) 0 0.996 - 0.704 

ELA max windspeed (m sec-1) - 0.002 - 0.003 

ELA mean windspeed (m sec-1) - 0.074 - 0.136 

HYSPLIT mean trajectories (degrees °) 0 0.361 0 0.206 

Absolute pressure (kPa) + 0.031 + 0.004 
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Table 6: 2017 inverted melt lapse probability results as a function of all available weather 
variables using logistic regression. Data covers DOY 136-211 (15 May - 29 July), a total of 76 
days in 2016 and DOY 188-239 (7 July - 27 August), a total of 52 days in 2017. All variables as 
daily means unless stated otherwise (e.g., ELA total rain, which is a daily total). P-value defined 
as Wald-test p-value. Significant variables under Bonferroni correction of 0.004 are represented 
in bold. 

 probability of inverted 
melt lapse 2016 

probability of inverted 
melt lapse 2017 

 B2016 P2016 B2017 P2017 

Mean total temperature (°C) 0 0.984 + 0.704 

ELA max temperature (°C) 0 0.915 0 0.889 

ELA mean temperature (°C) 0 0.959 + 0.844 

MID max temperature (°C) + 0.557 + 0.802 

MID mean temperature (°C) 0 0.953 + 0.731 

ACC max temperature (°C) 0 0.921 + 0.833 

ACC mean temperature (°C) 0 0.944 0 0.739 

ELA relative humidity (%) 0 0.853 + 0.06 

ELA total rain (mm) - 0.287 0 0.838 

Absolute pressure (kPa) + 0.777 + 0.673 

ELA albedo (0 - 1) + 0.153 NA NA 

ELA incoming radiation (W m-2) 0 0.975 NA NA 

ELA outgoing radiation (W m-2) 0 0.99 NA NA 

Mean total cloud cover (0 - 100) NA NA 0 0.739 

ELA max windspeed (m sec-1) NA NA + 0.628 

ELA mean windspeed (m sec-1) NA NA + 0.562 

HYSPLIT mean trajectories (degrees °) NA NA 0 0.769 
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Table 7: Pairwise correlation among all available weather variables, data from combined years 
2016 and 2017. All variables are daily means. Variables against each other are represented by 
‘variable 1’ and ‘variable 2,’ with correlation value to their right. Only correlation values of 0.50 
or above are included. Italics highlight lapse correlations. 

Pairwise correlation among all weather variables 

Variable 1 Variable 2 Correlation value (r) 
Mean total temperature (°C) MID mean temperature (°C) 0.99 

Mean total temperature (°C) ACC mean temperature (°C) 0.98 

ACC mean temperature (°C) MID mean temperature (°C) 0.96 

Mean total temperature (°C) ELA mean temperature (°C) 0.93 

MID mean temperature (°C) ELA mean temperature (°C) 0.89 

ELA mean temperature (°C) ELA max temperature (°C) 0.85 

ACC mean temperature (°C) ELA mean temperature (°C) 0.84 

Mean total temperature (°C) ELA max temperature (°C) 0.80 

ACC melt (cm day-1) Melt lapse (cm km-1) 0.79 

ACC mean temperature (°C) Temperature lapse (°C km-1) 0.79 

MID max temperature (°C) ELA max temperature (°C) 0.77 

ACC mean temperature (°C) ELA max temperature (°C) 0.76 

MID mean temperature (°C) ELA max temperature (°C) 0.75 

ACC mean temperature (°C) ACC max temperature (°C) 0.73 

ACC max temperature (°C) MID max temperature (°C) 0.72 

ACC mean temperature (°C) MID max temperature (°C) 0.72 

Mean total temperature (°C) MID max temperature (°C) 0.71 

ACC max temperature (°C) Temperature lapse (°C km-1) 0.70 

ACC max temperature (°C) ELA max temperature (°C) 0.70 

MID mean temperature (°C) MID max temperature (°C) 0.69 

MID mean temperature (°C) Temperature lapse (°C km-1) 0.66 

MID max temperature (°C) ELA mean temperature (°C) 0.65 

Mean total temperature (°C) Temperature lapse (°C km-1) 0.64 

Mean total temperature (°C) ACC max temperature (°C) 0.64 

ACC max temperature (°C) MID mean temperature (°C) 0.60 

ELA melt (cm day-1) ELA mean temperature (°C) 0.52 

ELA melt (cm day-1) Mean total temperature (°C) 0.51 

MID max temperature (°C) Temperature lapse (°C km-1) 0.51 

ELA melt (cm day-1) MID mean temperature (°C) 0.50 
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APPENDIX – Supplemental Figures and Tables 

  

Supplemental Figure 1: 2017 hourly naturally-aspirated (Nat.) against mechanically-aspirated 
(Mech.) temperatures. Hourly data covers 7 July - 27 August, a total of 52 days. (a) represents 
these temperatures at site ELA, (b) at site MID, and (c) at site ACC. The estimated measure of 
association is represented within box on lower right of each plot, calculated using Pearson's 
product-moment correlation. Dashed line represents a slope of 1, and gray line represents linear 
fit line between naturally and mechanically-aspirated temperatures. Linear fit equations are 
presented in lower right of each panel with R2 value above. 
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Supplemental Figure 2: Probability plots of significant weather variables from inverted (non-
aspirated) temperature lapse probability results as a function of all available weather variables 
using logistic regression. Year 2016 is represented by open dots and dotted regression line, year 
2017 is represented by closed dots and solid regression line. 

  

(a) (b) 

(c) (d) 

(e) (f) 
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Supplemental Table 1: 2016 inverted (non-aspirated) temperature lapse probability results as a 
function of all available weather variables using logistic regression. Data covers DOY 136-211 
(15 May - 29 July), a total of 76 days in year 2016. All variables as daily means unless stated 
otherwise (e.g., ELA total rain, which is a daily total). P-value defined as Wald-test p-value. 
Significant variables under Bonferroni correction of 0.004 are represented in bold. 
 

 
probability of inverted 

temperature lapse 2016  intercept 

 B CI p R2 / adj. R2 B CI p 

Mean total 
temperature (°C)  0.97 0.56, 1.48 <.001 .325 / .438 -3.83 -6.11, -2.03 <.001 

ELA max temperature 
(°C)  0.76 0.39, 1.22 <.001 .235 / .316 -4.71 -7.70, -2.26 <.001 

MID max temperature 
(°C)  0.59 0.31, 0.93 <.001 .251 / .338 -4.44 -7.15, -2.18 <.001 

MID mean 
temperature (°C)  0.9 0.52, 1.38 <.001 .323 / .434 -3.7 -5.93, -1.95 <.001 

ACC max temperature 
(°C)  0.73 0.46, 1.09 <.001 .466 / .626 -5.69 -8.56, -3.47 <.001 

ACC mean 
temperature (°C)  1.12 0.68, 1.72 <.001 .437 / .588 -4.46 -7.02, -2.56 <.001 

ELA mean temperature 
(°C)  0.63 0.25, 1.08 0.003 .135 / .182 -2.22 -4.07, -0.60 0.011 

ELA albedo (0 - 1) -9.39 -18.04, -1.90 0.021 .078 / .105 7.23 1.69, 13.68 0.017 

ELA incoming radiation 
(Wm-2) 0.01 0.00, 0.02 0.029 .065 / .087 -1.68 -3.62, 0.12 0.075 

ELA outgoing radiation 
(Wm-2) 0.01 -0.00, 0.02 0.144 .029 / .038 -0.99 -2.87, 0.80 0.283 

ELA relative humidity 
(%) 0.02 -0.04, 0.08 0.505 .006 / .008 -1.31 -6.21, 3.53 0.594 

Absolute pressure 
(kPa) 0.36 -0.99, 1.79 0.605 .686 / .746 -35.34 -174.93, 96.42 0.602 

ELA total rain (mm) -0.21 -1.49, 1.01 0.713 .002 / .002 0.34 -0.13, 0.82 0.156 
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Supplemental Table 2: 2016 inverted (non-aspirated) temperature lapse probability results as a 
function of all available weather variables using logistic regression. Data covers DOY 136-211 
(15 May - 29 July), a total of 76 days in year 2016. All variables as daily means unless stated 
otherwise (e.g., ELA total rain, which is a daily total). P-value defined as Wald-test p-value. 

probability of inverted 
melt lapse 2016 Intercept 

B CI p R2 / adj. R2 B CI P 

ELA albedo (0 - 1) 5.73 -1.80, 14.12 0.153 .028 / .040 -4.99 -11.29, 0.56 0.094 

ELA total rain (mm) -1.8 -7.37, 0.29 0.287 .032 / .045 -0.67 -1.18, -0.18 0.008 

MID max temperature (°C) 0.06 -0.14, 0.25 0.557 .005 / .006 -1.26 -3.04, 0.44 0.149 

Absolute pressure (kPa) 0.21 -1.25, 1.79 0.777 .669 / .742 -21.77 -175.29, 120.89 0.768 

ELA relative humidity (%) -0.01 -0.06, 0.05 0.853 .000 / .001 -0.3 -5.57, 4.73 0.909 

ELA max temperature (°C) 0.01 -0.26, 0.29 0.915 .000 / .000 -0.87 -2.83, 1.03 0.37 

ACC max temperature (°C) 0.01 -0.14, 0.15 0.921 .000 / .000 -0.84 -2.23, 0.48 0.222 

ACC mean temperature (°C) -0.01 -0.23, 0.22 0.944 .000 / .000 -0.74 -1.91, 0.36 0.198 

MID mean temperature (°C) 0.01 -0.25, 0.27 0.953 .000 / .000 -0.81 -2.16, 0.45 0.218 

ELA mean temperature (°C) -0.01 -0.37, 0.35 0.959 .000 / .000 -0.74 -2.33, 0.76 0.344 

ELA incoming radiation 
(Wm-2) 

0 -0.01, 0.01 0.975 .000 / .000 -0.8 -2.76, 1.03 0.4 

Mean total temperature 
(°C)  0 -0.28, 0.28 0.984 .000 / .000 -0.76 -2.13, 0.52 0.256 

ELA outgoing radiation 
(Wm-2) 0 -0.01, 0.01 0.990 .000 / .000 -0.78 -2.77, 1.07 0.418 
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Supplemental Table 3: 2017 inverted (non-aspirated) temperature lapse probability results as a 
function of all available weather variables using logistic regression. Data covers DOY 188-239 
(7 July - 27 August), a total of 52 days. All variables as daily means unless stated otherwise (e.g., 
ELA total rain, which is a daily total). P-value defined as Wald-test p-value. Significant variables 
under Bonferroni correction of 0.004 are represented in bold. 

probability of inverted 
temperature lapse 2017 intercept 

B CI p R2 / adj. R2 B CI p 

ELA max windspeed (m 
sec-1) -1.94 -3.48, -0.92 0.002 .365 / .522 8.28 4.33, 14.27 <.001 

ACC max non-aspirated 
temperature (°C)  0.91 0.44, 1.61 0.002 .386 / .553 -4.22 -7.88, -1.69 0.006 

MID max non-aspirated 
temperature (°C)  0.71 0.31, 1.24 0.002 .257 / .368 -3.46 -6.61, -1.03 0.013 

ACC mean non-aspirated 
temperature (°C)  0.67 0.29, 1.18 0.003 .234 / .335 -1.74 -3.62, -0.16 0.045 

MID mean non-aspirated 
temperature (°C)  0.52 0.16, 0.96 0.01 .150 / .214 -1.4 -3.32, 0.28 0.12 

mean total non-aspirated 
temperature (°C)  0.64 0.17, 1.20 0.014 .137 / .212 -0.91 -2.77, 0.80 0.306 

mean total cloud cover 
(0 - 100) -0.1 -0.22, -0.04 0.024 .245 / .351 9.98 3.87, 21.11 0.019 

Absolute pressure (kPa) 0.97 0.13, 1.92 0.031 .094 / .135 -93.72 -186.49, -11.56 0.033 

ELA max non-aspirated 
temperature (°C)  0.37 0.03, 0.78 0.05 .083 / .118 -0.9 -2.84, 0.88 0.332 

ELA mean windspeed  (m 
sec-1) -0.89 -1.96, 0.04 0.074 .065 / .093 2.94 0.72, 5.57 0.015 

ELA mean non-aspirated 
temperature (°C)  0.24 -0.18, 0.68 0.274 .024 / .034 0.07 -1.52, 1.68 0.93 

HYSPLIT mean 
trajectories (degrees °) 0 -0.02, 0.00 0.361 .018 / .026 2.18 -0.28, 5.69 0.136 

ELA relative humidity (%) 0 -0.11, 0.11 0.933 .000 / .000 0.49 -8.97, 10.86 0.92 

ELA total rain (mm) 0 -0.22, 0.31 0.996 .000 / .000 0.9 0.30, 1.56 0.004 
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Supplemental Table 4: 2017 inverted mechanically-aspirated temperature lapse probability 
results as a function of all available weather variables using logistic regression. Data covers 
DOY 188-239 (7 July - 27 August), a total of 52 days. All variables as daily means unless 
stated otherwise (e.g., ELA total rain, which is a daily total). P-value defined as Wald-test p-
value. Significant variables under Bonferroni correction of 0.004 are represented in bold. 

probability of inverted 
temperature lapse 2017 
(mechanically-aspirated) 

intercept 

B CI p R2 / adj. R2 B CI p 
ACC max temperature 
(°C)  0.98 0.46, 1.74 0.002 .298 / .463 -3.35 -6.58, -0.91 0.017 

ELA max windspeed (m 
sec-1) -1.63 -2.98, -0.75 0.003 .320 / .497 7.79 4.17, 13.31 <.001 

Absolute pressure (kPa) 1.65 0.62, 2.92 0.004 .186 / .289 -159.72 -283.15, -59.54 0.004 

ACC mean temperature 
(°C)  0.8 0.32, 1.41 0.004 .215 / .334 -1.52 -3.52, 0.21 0.105 

MID max temperature 
(°C)  0.68 0.25, 1.24 0.006 .192 / .298 -1.93 -4.36, 0.14 0.085 

MID mean temperature 
(°C)  0.6 0.17, 1.14 0.013 .142 / .221 -0.86 -2.64, 0.79 0.317 

mean total temperature 
(°C)  0.64 0.17, 1.20 0.014 .137 / .212 -0.91 -2.77, 0.80 0.306 

ELA max temperature 
(°C)  0.44 0.02, 0.94 0.058 .077 / .120 -0.69 -2.84, 1.35 0.512 

mean total cloud cover 
(0 - 100) -0.08 -0.19, -0.02 0.061 .149 / .232 7.98 2.71, 18.31 0.035 

ELA mean temperature 
(°C)  0.4 -0.10, 0.96 0.135 .045 / .070 0 -1.79, 1.81 1 

ELA mean windspeed 
(m sec-1) -0.78 -1.89, 0.23 0.136 .043 / .067 3.12 0.72, 5.93 0.016 

HYSPLIT mean 
trajectories (degrees °) -0.01 -0.03, 0.00 0.206 .043 / .066 3.99 0.62, 9.33 0.071 

ELA relative humidity 
(%) 0.03 -0.09, 0.15 0.568 .006 / .009 -1.65 -11.81, 9.33 0.751 

ELA total rain (mm) -0.04 -0.26, 0.26 0.704 .003 / .004 1.35 0.69, 2.10 <.001 
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Supplemental Table 5: 2017 inverted melt temperature lapse probability results as a function of 
all available weather variables using logistic regression. Data covers DOY 188-239 (7 July - 27 
August), a total of 52 days. All variables as daily means unless stated otherwise (e.g., ELA total 
rain, which is a daily total). 

probability of inverted melt 
lapse 2017 intercept 

B CI p R2 / adj. R2 B CI p 

ELA relative humidity 
(%) 0.13 0.01, 0.28 0.060 .081 / .112 -12.32 -26.07, -1.30 0.049 

ELA mean windspeed 
(m sec-1) 0.26 -0.62, 1.16 0.562 .006 / .009 -1.21 -3.35, 0.80 0.245 

ACC mean 
temperature (°C) 0.08 -0.22, 0.39 0.601 .005 / .007 -0.98 -2.50, 0.41 0.178 

ELA max windspeed 
(m sec-1) 0.11 -0.36, 0.57 0.628 .004 / .006 -1.04 -2.86, 0.73 0.245 

Absolute pressure 
(kPa) 0.17 -0.60, 0.98 0.673 .003 / .005 -16.97 -96.06, 58.39 0.661 

Mean total 
temperature (°C) 0.07 -0.28, 0.42 0.704 .003 / .004 -0.9 -2.49, 0.56 0.238 

MID mean 
temperature (°C) 0.05 -0.26, 0.37 0.731 .002 / .003 -0.86 -2.36, 0.53 0.234 

Mean total cloud 
cover (0 - 100) 0 -0.02, 0.03 0.739 .002 / .003 -0.96 -3.14, 0.93 0.343 

HYSPLIT mean 
trajectories (degrees 
°) 

0 -0.01, 0.01 0.769 .002 / .002 -0.96 -3.56, 1.19 0.404 

MID max temperature 
(°C)  0.04 -0.24, 0.32 0.802 .001 / .002 -0.83 -2.52, 0.76 0.316 

ACC max temperature 
(°C)  0.03 -0.23, 0.29 0.833 .001 / .001 -0.79 -2.45, 0.77 0.325 

ELA total rain (mm) 0.02 -0.23, 0.24 0.838 .001 / .001 -0.65 -1.27, -0.07 0.031 

ELA mean 
temperature (°C) 0.04 -0.38, 0.47 0.844 .001 / .001 -0.78 -2.46, 0.78 0.334 

ELA max temperature 
(°C)  -0.02 -0.36, 0.31 0.889 .000 / .001 -0.52 -2.28, 1.19 0.55 
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