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Introduction

The Georgia Water Resources Institute (GWRI) aims to provide interdisciplinary research, education,
technology transfer, and information dissemination, and works collaboratively with various local, state, and
federal agencies. At the state and local levels, GWRI collaborates with and supports the Georgia
Environmental Protection Division/Georgia Department of Natural Resources, water and power utilities,
environmental organizations and citizen groups, and lake associations. At the national level, GWRI
collaborative efforts with the California Energy Commission, California Department of Water Resources,
National Oceanic and Atmospheric Administration, U.S. Army Corps of Engineers, U.S. Bureau of
Reclamation, U.S. Geological Survey, U.S. Environmental Protection Agency, and U.S. Fish and Wildlife
Service. Finally, GWRI has a significant international research and educational program in Europe, Africa,
China, Middle East, and South America with support from the U.S. Agency for International Development,
World Bank, Food and Agriculture Organization of the United Nations, and other international organizations.
In all its programs, the Institute strives to bring to bear expertise from a variety of disciplines, including civil
and environmental engineering, atmospheric sciences, agriculture, oceanography, forestry, ecology,
economics, and public policy. This year's funded activities include:

RESEARCH PROJECTS (1) Multi-Scale Investigation of Seawater Intrusion and Application in Coastal
Georgia, Jian Luo PI, Georgia Institute of Technology, sponsored by USGS under grant # 2006P17 (Fund
#R9261). (2) Assessing the impacts of a major wildfire in the Okefenokee Swamp on mercury levels in
resident Macroinvertebrates and Mosquitofish, Darold Batzer PI, University of Georgia, sponsored by USGS
under grant #1266663 (Fund #R7113-G8) (3) Quantification of Vegetative Flow Resistance in Constructed
Wetlands, Thorsten Stoesser, Georgia Institute of Technology, sponsored by USGS under grant #1266663
(Fund R7113-G6). (4) Identifying Locations of High Connectivity between Floridan Aquifer Water and
Surface Waters at Lineament Intersections with Tributaries of the Lower Flint River, Charles Rhett Jackson,
University of Georgia, sponsored by USGS under grant #1266663 (Fund R7113-G7). (5) Water Resources
Assessment, Planning, and Management in The Southeast US Using Decision Support System Driven by
Climate-based Hydrologic Forecasts NOAA/OGP Climate Prediction Program for the Americas (CPPA), Aris
Georgakakos, PI, Georgia Institute of Technology, sponsored by NOAA/OGP Climate Prediction program for
the Americas (CPPA) under grant #2006L77.

(6) Integrated Forecast and Reservoir Management (INFORM) for Northern California, Phase II: Operational
Implementation, Aris Georgakakos PI, Georgia Institute of Technology, sponsored by California-Nevada
River Forecast Center, California Department of Water Resources, California Energy Commission under grant
#2006Q15. (7) Performance of the Northern California Water System Under Climate Change: INFORM as an
Adaptation Tool, Aris Georgakakos PI, Georgia Institute of Technology, sponsored by Hydrologic Research
Center/California Energy Commission under grant #2006P32. (8) Technical Assistance for Water Resources
Planning in the State of Georgia, Aris Georgakakos PI, Georgia Institute of Technology, sponsored by
Georgia Environmental Protection Division under grant #2006Q13. (9) Operational Multi-scale Forecast and
Reservoir Management in Northern California Aris Georgakakos PI, Georgia Institute of Technology,
sponsored by NOAA through the Hydrologic Research Center under grant #2006N95

EDUCATIONAL INITIATIVES The Africa Water Resources Institute for Education and Applied Research
(AWARE) is a joint institute established by the Georgia Institute of Technology (GT) and the University of
Pretoria (UP), through the Georgia Water Resources Institute (GWRI) and the University of Pretoria Water
Institute (UPWI). This is the first such initiative between major American and African Universities and
focuses on interdisciplinary graduate education, applied research, and technology transfer in the areas of
water, energy, and environmental resources planning and management. AWARE was officially launched on
June 19, 2008, and is based at the UP campus in Pretoria, South Africa. The first AWARE programs include a
Joint Masters Degree Program in Water Resources Management and a Professional Continuing Education

Introduction 1



Program for water and hydropower professionals.

PROFESSIONAL AND POLICY IMPACT Georgia: GWRI continues to provide technical assistance to the
Georgia Department of Natural Resources in relation to the state water planning process. GWRI’s River Basin
Planning Tool (RBPT) was developed specifically for this purpose and is now being applied to assess water
supply availability and gaps in various Georgia basins. The results are communicated to 12 Water Councils
that have been formed across the state. GWRI provides training to state engineers and their contractors who
are involved in these assessments. The RBPT is further developed as more specific assessment needs arise in
the planning process. In addition to the Georgia Tech River Basin Planning Tool, GWRI has completed a
comprehensive study on the impacts of climate change for the Apalachicola-Chattahoochee-Flint River Basin
shared with Alabama and Florida.

The study indicates that droughts will most likely intensify having serious implications on water supply,
energy generation, and ecological flows. The study was the subject of a series of lectures at various NOAA
climate centers and follow-up proposals. California: Similar work, collaboratively with the Hydrologic
Research Center in San Diego, has focused on climate change impacts on the Northern California water
resources system (including the Sacramento and San Joaquin River basins). While the nature of the changes is
different, due to hydrologic significance of snow melt, the findings are equally important regarding the need
for mitigation and adaptation measures. With funding from the California Energy Commission and the
Department of Water Resources, GWRI and HRC have just initiated a second project phase which aims at
finalizing and transferring the forecast-decision tools and evaluating alternative climate and demand change
mitigation measures.

International: In January 2009, GWRI staff visited the Democratic Republic of the Congo (DRC) and helped
formulate and raise funding for a comprehensive assessment and development program. The program focuses
on water, environmental, and energy development, as well as institutional and legal reforms, and is a
collaborative effort with the United Nations Development Program and the DRC Ministry of the
Environment.
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Chap. 1

Effects of kinetic mass transfer and transient flow conditions on
widening mixing zones in coastal aquifers

Abstract

The width of a mixing zone between freshwater aedwater is important primarily
because it directly reflects the extent of miximgl dhe growth and decay of the mixing
zone indicates changes of the flow regime and wextehange between freshwater and
coastal seawater. Wide mixing zones have been fountany coastal aquifers all over
the world. However, the mechanisms responsiblewile mixing zones are not well
understood. This work examines the hypothesis kimegtic mass transfer coupled with
transient conditions, which create the movemerthefmixing zone, may widen mixing
zones in coastal aquifers. The hypothesis is tebtedconducting two-dimensional
numerical simulations based on a variable-dengityigdwater model for a scaled-tank
model and a field-scale model. Periodic water levegpresenting periodic tidal motion
and freshwater-table fluctuations, are imposedhatseaward and landward boundary,
respectively, which cause the movement of the ngixone. Both the scaled-tank model
and the field model show that the combination & thoving mixing zone and kinetic
mass transfer may significantly enhance the extémixing and create a wider mixing
zone than the models without kinetic mass trandferaddition, sensitivity analyses
indicate that a larger capacity ratio (immobile gsity/mobile porosity) of mass transfer
leads to a wider mixing zone, and the maximum widththe mixing zone may be
reached for a given capacity ratio when the me&ntien timescale in the immobile
domain (the reciprocal of mass transfer rate) dedperiod of water-level fluctuations
are comparable.

Keywords: Seawater intrusion; Mass transfer; Water-leuattthation; Mixing zone;
Coastal aquifers



1. Introduction

Interaction between groundwater and coastal seawagellts in two complementary
processes: seawater intrusion and submarine gratedwdischarge (SGD).
Understanding these processes meets the urgents rfeedpreserving vital fresh
groundwater resources and coastal and offshoreaements in highly populated coastal
areas worldwide. The mixing zone developed at teshivater-seawater interface is one
of the most important features in complex coastalirbgeologic systems. As the
cumulative effect of many processes and mechanisot) as periodic tidal activities,
seasonal water-table change, groundwater withdratkahsport processes driven by
density gradient, diffusion and dispersion, andoprtes of geological formations, etc.,
the growth and decay of the mixing zone can (1¢dly reflect the extent of mixing in
coastal aquifers; and (2) provide extremely uskfidrmation to serve as an indicator for
and measure of effective management of groundwegsources and sustainable
stewardship of coastal and offshore environmerds.eikample, upconing of the mixing
zone generally indicates the occurrence of seawatension subject to excessive
groundwater withdrawalBear, 1972]; and the movement of the mixing zone due to
seasonal water-table fluctuation is often assodiateh the seasonal variations of SGD
[Michael et al., 2005]. Thus, gaining a better grasp of mixingeatevelopment in
coastal aquifers within various hydrogeologic sefi is a milestone in our efforts to
significantly improve our understandings of flowdatransport in complex coastal
hydrogeologic systems.

In general, two types of mathematical models haenhised to describe the mixing-zone
development: sharp-interface approximation and itsdluid model. In the sharp-
interface approximation, it is assumed that thareaistationary and abrupt interface
between freshwater and intruding seawater, implyfirag no mixing takes place between
freshwater and seawater. This approach is a majgliication and may allow one to
use potential-flow theory for describing interfgm®pagation, and provides a useful tool
for developing a variety of analytical solutionsgjeBear and Dagan, 1964;Srack, 1976;
Huppert and Woods 1995,Naji et al., 1998]. The second approach, based on the density
dependent miscible saltwater-freshwater systenteuents for the presence of a variable-
density mixing zone. The latter model is of patacunterest in practical applications
where one desires to evaluate salt and other spegreentrations in coastal aquifers. In
this work, we will focus on this model. Due to iactical significance, several
numerical models based on miscible-fluid physiceehlbeen developed to describe and
study the problem of seawater intrusion over thet g8 yearsVoss and Souza, 1987,
Ataie-Ashtiani et al., 1999;Paniconi et al., 2001;Zhang et al., 2004;Paster et al., 2006;
Qahman and Larabi, 2006]. Analytical solutions for seawater intrusitbased on
miscible-fluid systems are only available for steathte, simplified case®pntz et al.,
2006;Bolster et al., 2007].

Both narrow and wide mixing zones have been obsgemnenumerical, laboratory, and
field studies. With a fine discretization and smdispersion, numerical simulations
produced narrow mixing zones [e.dBenson et al., 1998; Karasaki et al. 2006].

Laboratory experiments also demonstrated narrowngiizones in homogeneous media



[e.g., Zhang et al., 2001; Goswami and Clement, 2007; Abarca and Clement, 2009].
However, many field measurements found wide mixages, ranging from hundreds of
feet to miles. This finding cannot be simply exp&d by upscaling small-scale
laboratory data. For example, groundwater salimgasurements in Everglades National
Park, in Southern Florida, USA, indicated the pneseof a wide (6—28 km) seawater
mixing zone Price et al., 2003]; in the Floridian aquifer near downtowruBswick, GA,
USA, the mixing zone of seawater and freshwaterlbeen detected across an area of
increasing sizeGherry, 2006];Xue et al. [1993] reported a wide mixing zone of 1.5-6.0
km in the coastal area of LaiZhou Bay, China, afsb dound that the increasing
extension of the salt water intrusion is a majoncawn in this areaWu et al., 1993];
Barlow [2003] summarized groundwater in freshwater-sakwanvironments of the
Atlantic Coast, in which wide mixing zones were @h®d in many coastal aquifeesy.,

the Biscayne aquifer near Miami, Florida, the upgpetomac aquifer in Virginia’'s Inland
Wedge, the Floridan aquifer system in South Caapli@eorgia, and Florida, and the
lower Tamiami aquifer in southwestern Florida, etc.

The mechanisms responsible for a wide mixing zdilleremain the subject of debate.
Local dispersion has been considered as a primaghamism responsible for the
occurrence of the mixing zone. During the movenwdrthe seawater front in either the
landward or the seaward direction, elements of daahare transferred into the opposite
environment by the convection component of disparsivherein to a large extent they
become inseparably blended with other fluid by mgxand molecular diffusiorClooper,
1959]. Dagan [2006] pointed out that transverse dispersionhis main mechanism
creating mixing in the seawater-freshwater intexfamut the presumed small transverse
pore-scale dispersion can only create a narrowngibdyer at the interface. The extent of
mixing is also influenced by hydrodynamic fluctwets of the groundwater and seawater
levels. Volker and Rushton [1982] compared a variety of aquifer parameterd tre
influence of the flow conditions on the configucatiand location of the interface. They
concluded that a decrease in the dispersion ceaifideads to the contraction of the
dispersion zone for a constant freshwater dischaxpde the interface becomes more
diffuse as the freshwater discharge decreases dawvihat the dispersion coefficient
keeps invariantAtaie-Ashtiani et al. [1999] numerically examined the effects of tidal
fluctuations on seawater intrusion in an unconfirrepiifer, and found that the tidal
activity created a thicker interface than would wcavithout tidal effects. However,
Karasaki et al. [2006] failed to reproduce a wide mixing zone Inyposing a time-
varying sinusoidal boundary condition without usiaglarge dispersion coefficient.
Heterogeneity in the hydraulic conductivity of tf@mation also contributes to the
mixing enhancement. Heterogeneous hydraulic condies lead to spatially varying
specific-discharge fields and thus to nonunifornaestion. As a result, the mixing zone
becomes increasingly irregular in shape, enhantitlxghg caused by diffusion across its
surface. However,Abarca et al. [2006] showed that the effects of moderate
heterogeneity on increasing the width of mixing e@re small. Thus, the widening of
mixing zone width may not simply be attributed &idrogeneity of the formation.

In the present research, we provide an alterngii@esible explanation for wide mixing
zones observed in coastal aquifers. The hypothedlsat the movement of the mixing
zone combined with kinetic mass transfer effecty mignificantly widen the mixing



zone. This study is motivated by the facts thattfie) mixing zone, in reality, seldom
remains stationary, and (2) mass transfer procesg@®senting mass exchange between
relatively mobile phases where advective-disperdiamsport occurs and relatively
immobile phases including low-permeability zong¢aggeation pores, and sorption phases,
etc. [Coats and Smith, 1964;van Genuchten and Wierenga, 1976], occur in almost all
fractured and porous heterogeneous media overugasicales ranging from pore scale to
field scale, and significantly enhance solute ngxiMichalak and Kitanidis, 2000].
Previous investigations of the mixing-zone widtk arostly based on the steady state or
tidal conditions. Under these conditions, the ngxaone is nearly stationarydlker and
Rushton. 1982; Ataie-Ashtiani et al., 1999;Robinson et al., 2007]. In reality, however,
mixing zones seldom remain stationary. Large scadbarge into the aquifer as well as
withdrawals from it leads to the movement of mixawne from one position to another.
It is now recognized that seasonal oscillationslaind recharge appear to be widespread,
clearly indicating that a seasonal mixing-zone nmo&et occurs in coastal aquifers
[Michadl et al., 2005]. On the other hand, the movement of mixipge can also be
caused by the effects from the seaward boundzastwright and Nielsen [2003], based

on field experiments, indicated that the mixing @anovement can be caused by coastal
waves. It is worth noting that the movement of mixzone has been also observed in
many other coastal aredaij et al., 1993;Cherry, 2006]. To the best of our knowledge,
no study focusing on the mixing-zone developmestdumsidered the combined effect of
mass transfer processes and transient conditicarggevin et al. [2003] conducted a
simulation of variable-density flow coupled with altdomain transport for the Henry
problem. Without the consideration of mixing-zoneweament, they found that the
steady-state salinity distribution was roughly szene as the salinity distribution for the
classical Henry problem.

2. Numerical model

The proposed hypothesis will be tested by condgdivo-dimensional (vertical cross-
section) numerical simulations based on the vagidehsity flow and transport equations
for a scaled-tank model and a field-scale modedn3ient effects will be introduced by
imposing periodic water levels at the seaward amdiward boundary. A dual domain
transport model with first-order mass transfer vk applied to describe transport
processes with kinetic mass transfer between modié immobile domains. The
numerical model is solved by the density-dependemtindwater flow code SEAWAT-
2000 implemented in a graphic user interface so#w&roundwater Vista 5.20
developed for 3D groundwater flow and transport eliog. SEAWAT-2000 itself was
developed by combining MODFLOW and MT3DMS into agle program solving the
coupled flow and solute-transport equations. MT3Digl8nplemented with an optional,
dual-domain formulation for modeling mass transport

2.1 Governing Equations

The governing equation for saturated variable-dgmgbundwater flow in terms of
freshwater head is described hyapgevin and Guo., 2006]:
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where z [L] is the vertical coordinate directed upwark;, [LT™] is the equivalent
freshwater hydraulic conductivityy, [L] is the equivalent freshwater head, ML is
the fluid density; p, [ML] is the freshwater densityS, [LY] is the equivalent
freshwater storage coefficierttfT] is the time;6.is the effective porosity; ang, ML ]

and g, [T are the density and flow rate per unit volumeaqfiifer of the source/sink,
respectively Langevin et al., 2003].

The dual-domain transport model involving advectiomlecular diffusion, mechanical
dispersion, and first-order mass transfer is desdrby:
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whered, is porosity of the mobile domain and is equal&g &,, is porosity of the
immobile domain;C, [ML™] is dissolved concentration in the mobilg; [ML?] is

dissolved concentration in the immobilé; [T?] is first-order mass transfer rate

between the mobile and immobile domai;[L*T?] is the hydrodynamic dispersion
coefficient tensor; and [LT™Y] is the pore water velocity vector.

The relationship between the fluid density and salicentration is represented by the
linear function of state:

p:pf +£Cm (3)

where € is a dimensionless constant with a value of 0.7fa3salt concentrations
ranging from zero to 35 kg fh a typical concentration value for seawatesrjgevin et
al., 2003]; andp is expressed in kg

2.2 A Scaled Tank Model and Numerical I mplementation

A scaled tank model is designed to simulate theingizone development under the
considerations of transient conditions and massstea effects.Zhang et al. [2002]

presented an experimental study of a dense conéamplume in an idealized coastal
aquifer based on a tank model, which was numeyicildied byBrovelli et al. [2007].

Due to its high computational efficiency, this swhltank model is used here to
investigate mass transfer effects on the developwiethe mixing zone and sensitivity
analysis will also be conducted. A schematic regmegtion of the seawater intrusion



problem is shown in Figure 1. The tank is 1.650ng|d.6m high, and 0.1m wide with a
beach slope (vertical/horizontal ratio) 1:6.12. Antogeneous, isotropic hydraulic

conductivity of4x107° m s'is assigned to the domain. The mean local longiidind

transverse dispersivities are measured to6d6x10™ m and1x10™ m, respectively.
The total porosity is 0.37. The mean seawater lemdlthe constant freshwater level are
0.439m and 0.463m, respectively. The seawater msihater densities are 1025Kgm
and 1000kgmi, respectively, which represent a salt concentatid 35kgm® for
seawater. The parameters for the scaled tank naseslummarized in Table 1.

Rather than only tidal conditions used Zfyang et al. [2002] andBrovelli et al. [2007],
periodic water-level fluctuations are imposed & #eaward and landward boundaries,
respectively, to create the movement of the mixxoge. First, a triangular, periodic
function with a period of 40 minutes (see Figuras2imposed at the seawater boundary
to simulate the periodic tidal-like motion, whilecanstant freshwater level of 0.463m is
defined at the landward boundary. The linear viamabf water level can be directly
implemented based on the variable head boundanyitcmm in SEAWAT by specifying
two values of hydraulic head at the beginning ahdha end of the stress period,
respectively. The software linearly interpolateswsen the two values according to
defined time step. The use of the triangular furcinstead of a sinusoid function is to
minimize the computational effort because much npoessure periods will be needed to
reproduce the sinusoid function. Then, anothengpigar, periodic function with a period
of 80 minutes and amplitude of 0.04 m is definethatlandward boundary to simulate
the water-table fluctuations, while the seawateellds kept constant at 0.439 m. In
reality, the period of the freshwater-table flut¢toas may be much greater than that of
the tidal motion. Sensitivity analysis will be caroded later to investigate the effects of
both periods. A constant salt concentration of 38Rdgs enforced at the seaward
boundary.

The simulation domain is discretized into 9900l order to satisfy the accuracy and
convergence requirement for grid spacing in terinhe local Rclet number Yoss and
Souza, 1987;Zhang et al., 2001;Volker et al., 2002;Brovelli et al., 2007]. The entire
model domain is divided into two zones: a surfa@ewzone and an aquifer zone. To
simplify the numerical simulation, a large hydrautionductivity of 0.4ms$, i.e., 100
times of the saturated aquifer hydraulic conduttjiva constant porosity of 1, and a
constant saltwater concentration of 35 kg ane assigned to all the cells in free seawater
area Winter, 1976; Anderson et al., 2002; Mao et al., 2006; Brovelli et al., 2007;
Robinson et al., 2007]. In addition, to reproduce the flat su€fad the sea, a horizontal
strip of cells with a variable-head boundary cooditis added onto the seawater surface
[Brovelli et al., 2007]. Simulations start from steady-state coma$ generated by using
the mean seawater level and the mean freshwatel [Bve simulation duration for each
case is fifty periods of the corresponding triamgulnctions, a sufficiently long period
for the scaled tank models to reach a dynamic ibguim state of the concentration
distribution, i.e., the tolerance of the maximumma@entration variation is satisfied when
doubling the computation periods.

2.3 A Field Scale Model and Numerical | mplementation



For the field-scale case, we consider a 2D modelaiio that is 200m long and 35m high
with a beach slope 1: 10. The aquifer was assuméd tsotropic and homogeneous with

K= 20md", n, = 04, longitudinal dispersivityr, = 0.5m and transverse dispersivity
a; = 0.05m. Hydraulic conductivity of 1000r‘r]|dne =1 and constant salt concentration

of 35kgm® are assigned to the cells in free seawater aréaasthe entire domain can be
solved by SEAWAT. The mean seawater level and teamfreshwater level are 28 m
and 29 m, respectively. For field-scale applicatiotransient effects introduced by
periodic tidal motion on the movement of the mixingne may not be as effective as
those introduced by the freshwater-table fluctuetibecause (1) tidal motion has a much
shorter period than freshwater-table fluctuatiof®;the amplitude of freshwater-table
fluctuations can be much larger than that of trdation because of seasonal precipitation
and temperature patterns; and (3) the effects effteshwater-table change may be
enlarged to 40 times on the freshwater-seawaterfatte according to the Ghyben-
Herzberg law based on potential equilibriuBedr, 1972]. In the present research, we
impose a triangular, periodic head variation witteaiod of one year and an amplitude of
1m at the landward boundary, while a constant seavievel of 28m is specified at the
seaward boundary. For the numerical simulationgamresolution of 0.5 m was adopted,
yielding 28000 cells. This discretization resultsa satisfactoryPe of 1. The dynamic
equilibrium state of the concentration distributienfound after 100 periods, i.e., 100
years.

3. Results of the Tank M odel
3. 1 Steady-State Condition

Steady-state cases are first simulated to sereemtsol cases, which neglect both mass
transfer and transient conditions introduced byaltigdnotion and freshwater-table
fluctuations. By assuming a constant seawater le/€1439 m and a constant freshwater
level of 0.463 m, a SEAWAT simulation was first riam steady-state conditions without
considering the mass transfer effect. Figure 3 shihv@ mixing zone, where the contour
lines delineate the normalized concentrations 0.5, and 0.9. Rather than a sharp
interface, a narrow mixing zone is formed due tosity gradient and local dispersion.
The salinity distribution simulated in our study tetaes well experimentakZhang et al.,
2002] and numerical resultZhHang et al., 2001; Brovelli et al., 2007 ] previously
obtained based on the same scaled tank mddelalso evaluate the mixing zone by
including mass transfer but still neglecting tramsieffects. Similar to the observation by
Langevin et al. [2003], the resulting mixing zone is almost theng as the one neglecting
mass transfer. Thus, for steady-state analysess trassfer does not make significant
contributions in altering salinity distributions fact, by forcing the transient terms in Eq.
(2) to be zero, the transport model reduces tac#se without mass transfer. That is, the
steady-state salinity distributions will becomentieal for cases with and without mass
transfer, although the timescales to reach thelgtstate may be different.

3.2 Transient and Mass Transfer Effects



Figure 4 shows the mixing zones with the considenadf seawater level oscillations but
neglecting mass transfer. A wider mixing zone, ipalarly at the toe, is observed
compared with the mixing zone shown in Figure 3rtlkermore, due to the seawater
level oscillations the interface is pushed seaw@his phenomenon is consistent with the
simulation results obtained Bobinson et al. [2007], who conducted a numerical study
on a field-scale domain to investigate the effédtdal forcing on a subterranean estuary.
In addition, their results show that the interfasgpushed more seaward with a larger
amplitude tide. Seawater-level fluctuation forcke seawater back and forth and, thus,
the equilibrium state shown in Figure 3 is distakbgielding a transient velocity field
and a fluctuated concentration distribution, whigsult in enhanced mixing and a
slightly wider mixing zone due to hydrodynamic dispion. This phenomenon has been
demonstrated by the laboratory experimenZiadng et al. [2002]. Ataie-Ashtiani et al.
[1999] also showed wider mixing zones caused kgl tiabtion, but observed that a larger
tidal amplitude may force the seawater to intrudehier inland. The difference may
result from a different domain setting, in which additional unsaturated zone was
assumed above the groundwater table.

However, previous studies including numerical wookducted byrobinson et al. [2006,
2007] andAtaie-Ashtiani et al. [1999] and field experiments yartwright et al. [2004]
indicate that the mixing zone of the saltwater weedges not fluctuate over the course of
a tidal cycle because the forcing timescale is ghort. Hence, the movement of the
mixing zone in our study can be attributed to theak tank scale and relatively large
timescale of seawater level fluctuation. In realiypwever, the mixing zone may be
forced landward by a combination of increasingltidage, wave height and infiltration
of wave run-up Cartwright and Nielsen, 2001a,b]. Once the wave forcing decreased the
contour gradually moved seawar@aftwright and Nielsen, 2003]. Therefore, the
movement of the mixing zone of our scaled tank rhodsy be regarded as a result of
complex effects from the seaward boundary.

Figure 4 also shows that the position of the mixinge varies at different seawater level
stages, i.e., the hydraulic gradient determinesgpthgtion of the mixing zone. Thus, we
can only define a dynamic-equilibrium state instefd steady state for the transient case.
As mentioned before, dynamic equilibrium is defirsesdthe state where the mixing-zone
position has no significant variations by doublitng simulation duration. In addition,
although the position of the mixing zone varieg thidth does not change noticeably
over the course of one periodic cycle.

Figure 5 shows the mixing zones with the considemadf both mass transfer effects and
seawater level oscillations, where both mobile piyoand immobile porosity are set to
be 0.185 and the first-order mass transfer ratéficisat is 0.025 mifl. Figure 5 clearly
shows that the mass transfer effect leads to sigmifly wider mixing zones at all stages
of the seawater level compared with those showRigure 4. In particular, its more
pronounced at the low and falling water level staghs already mentioned, in the
absence of seawater level oscillations, i.e., tiv@éng zone is stationary, mass transfer
has no effect on the steady-state salinity distidoubecause there is no concentration
gradient between the mobile and immobile domairts B (2) can be simplified to the
classical advection-dispersion equation, althoughtimescale to reach the steady state



may be changed. However, in transient cases, tkangnzone is pushed back and forth
by complex effects from the seaward boundary, teguin non-equilibrium in the salt
concentrations in the mobile and immobile domaind an enhanced mass exchange
between them. The immobile domain here essentally as a sink or source for solutes
in the mobile zone, determined by the directiorcoficentration gradient between two
domains. Specifically, salts in the mobile domaiffude into the immobile domain as the
mixing zone is dragged inland, while salts areasdel from the immobile domain to the
mobile domain driven by reversed concentration igr#éd when the mixing zone is
towed toward the sea. The disturbed concentratiwh density gradient field leads to
enhanced mixing and a wider mixing zone than waddur in the absence of mass
transfer. Moreover, Figure 5 shows that the contlmnaof mass transfer and seawater
level fluctuations has greater influences on thgh ldoncentration contour lines (see the
contour lines of normalized concentration 0.9), ekhbecome closer to the seaward
boundary.

Freshwater-level fluctuation is observed in margaar which has been found as a main
reason leading to the movement of the mixing zdviecHael et al., 2005]. Figure 6
shows the mixing zones under periodic oscillatiohthe freshwater level without mass
transfer effects. Like the effect from seawateeldiuctuations shown above, the mixing
zone is pushed seaward, and wider mixing zonefoamed. However, the mixing zone
moves within a broader range due to a larger pesfdthe freshwater-level fluctuation.
The width of the mixing zone caused by freshwatanation is expected to increase
when the mass transfer effect is taken into accotrgure 7 exhibits the mixing zones
with the consideration of both mass transfer ardhwater-level oscillations, where both
mobile and immobile porosities are set to be 0.488 the first-order mass transfer rate
coefficient is 0.0125 mih Likewise, the introduced mass transfer effechificantly
increases the width of the mixing zone, especaitihe rising level stages. Similarly, one
may expect that a larger fluctuation amplitude Vei#ld to a wider mixing zone.

3.3 Sengitivity Analysis

Parameters of kinetic mass transfer, including feobind immobile porosity and the
first-order rate constant, will be varied in orderinvestigate the effects of kinetic mass
transfer. In order to interpret the results concisely and dpoe a meaningful
generalization, the following dimensionless varesohre defined:

=T, (4)
B=6,19, (5)
W= W/W, (6)

where T, is the water level fluctuation period;* represents a characteristic mass

transfer timein the immobile domaing is known as the capacity ratio\ is the
mixing-zone width under steady-state condition; 8ds the width of the mixing zone
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under the coupled effect of mass transfer and watwel fluctuation. For simplicity\V is
represented by the horizontal distance betweenerration contour lines of 0.1 and 0.9.
Here, we choose the width of the mixing zone athight of 200 mm at the rising tidal
moment to calculat®. Similar results will be obtained for the width tbie mixing zone
at other heights and tidal moments. By assumingrastant total porosity for the mobile
and immobile domain, the effects of mass transfarameters and water level
fluctuations on the dimensionless width of the mixizone,w, can be investigated by
varying the dimensionless variablesand 5.

Figure 8 shows the simulated results for the seitgianalysis for the tank model. The
width of the mixing zones formed by varying thestrevater level is somewhat wider than
that by seawater-level fluctuation since the pewbddhe former is assumed larger than
the latter. For both cases, with a given mean tietertime, i.e., a constant first-order
mass transfer rate coefficient, the width of theing zone increases with the capacity
ratio, indicating that a larger immobile domain n@use a wider mixing zone. With a
given capacity ratio, i.e., a constant porositytted immobile domain, the width of the
mixing zone is maximized when the retention timésaaz the mass transfer and the
period of the water-level fluctuation become coraps, i.e., at the same order of
magnitude. In such cases, the effects of the cgpeatio will also be maximized. In
addition, the left and right tails of the curve®w in Figure 8 (a) and (b) indicate that
the mass transfer may not have significant impantsvidening the mixing zone when
there is a several orders of magnitude differeretevéen the retention timescale and the
water-level fluctuation period. In fact, both theniting cases of very small and large
mass transfer rate coefficients can be simplifiedat classical advective-dispersive
transport problem. For a small mass transfer ratefficient, it is equivalent to the
transport problem in a medium with a smaller tgiatosity, i.e., practically no mass
transfer occurs within a period. For a large measstfer rate coefficient, the kinetic mass
transfer may be considered as an instantaneousgs,oehich simplifies the two-domain
model into a one-domain model with a retardatiactdg 1+ S . Thus, for both limiting
cases, the width of the mixing zone will approalcl tynamic equilibrium state in the
absence of mass transfer. In our tank model, tikénmizone is significantly widened for

r between 0.1 and 100, and the width reaches maxifoum to be about 1, i.e™ is
equal toT, . For example, the width of the mixing zone is apgmately 3.7 times as
wide as that under steady state condition for thehfwater-level fluctuation case with
L =1andr =1 (see Figure 8(b)). If other parameters are kepstamt, we may expect
that the width of the mixing zone will become muatger for a highels.

4  Field Scale M odeling Results

The field-scale model described in section 2 carrates the results obtained based on
the tank model. Figure 9 shows the mixing zone umstieady-state condition, where a
narrow mixing zone is generated. With the introdrcof freshwater-level fluctuations,
the steady-state system is disturbed and the mizong is slightly widen (see Figure 10).
Mass transfer effect is then introduced, where hechind immobile porosities both are
set to be 0.2, namely3 = 1. Three mass transfer coefficients including 0.6270.0027

11



d'and 0.00027 dare employed, which correspond to dimensionlessbiarr as 0.1, 1,
and 10, respectively. The corresponding mixingezoat the rising water level stage for
these three cases are exhibited in Figure 11, wtliearly shows wider mixing zones
than those shown in Figure 10. In particular, theimg-zone width in the case with= 1
is maximal, consistent to the result found in guektmodel.

In the absence of mass transfer, dispersivitiesticpdarly transverse dispersivity, is
considered to be the primary factor affecting thétlvof the mixing zoneAtaie-Ashtiani

et al., 1999;Dagan, 2006]. In order to reproduce a wide mixing zonaireal case, the
common method is to assume a large, perhaps umtedravalue of dispersivities
[Dagan, 2006]. In this section, we briefly compare th&eefs of dispersivities and mass
transfer on the mixing-zone width. In addition b tdispersivities assumed in the cases
discussed above, two more groups of longitudinad &mansverse dispersitivies are
adopted in the field-scale modet; = 2.5 m anda; = 0.25 m, andr, = 0.1 m anda;,

=0.01m

Figure 12 shows the mixing zones at the rising hineger level stage with the

consideration of the freshwater-level fluctuatioton. It is obvious that larger

dispersivities yield a wider mixing zone. Howevidtle maximum mixing zone shown in

Figure 12(C) is still not as wide as that in FigdrgB), although both longitudinal and

transverse dispersivities are twenty-five timestladse in the previous case. Thus, in
order to generate a wider mixing zone, larger dspies must be accepted.

Figure 13 shows the results by further introducimagss transfer withs =1and 7 = linto

the three cases with different dispersivities. 9t shown that all mixing zones are
significantly widened compared with those showrFigure 12. Furthermore, with the
mass transfer effect, all the mixing-zone widthsdmee similar, although different
dispersivities are used. The mass transfer efi@ctigiates the mixing-zone width change.
Therefore, in our cases, the effect of kinetic maassfer is more pronounced than the
dispersivities on widening the mixing zone.

5 Conclusions

Wide mixing zones have been observed in many agusié over the world. However, no
agreement has been reached in terms of the repponsechanisms. In the present work,
we propose the hypothesis that kinetic mass tragsf@bined with movement of mixing
zones may significantly widen mixing zones in cahsfjuifers. The hypothesis is tested
by conducting numerical simulations based on thiake-density groundwater model
for both a scaled-tank model and a field-scale rhodee movement of the mixing zone
may be caused by complex effects from both the ashwoundary (e.g., wave run-up)
and the landward boundary (e.g., seasonal flucnaif fresh groundwater head). In our
simulations, the movement of the mixing zone isat#d by assuming triangular, periodic
functions for water-level oscillations at the setawaand landward boundaries,
respectively. In the absence of kinetic mass tengiie created transient effects slightly
widen the mixing zone compared with that in steathte. With the introduction of
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kinetic mass transfer, mixing zones are signifigamtidened at all stages within the
period.

Furthermore, sensitivity analyses of dimensiontegsables based on the tank model
yield the following observations: (1) the mixingrneomay be significantly widened by
the mass transfer effect regardless of which bayncluses the movement of the mixing
zone; and (2) a larger capacity ratio of mass fearleads to a wider mixing zone, and
the maximum width may be reached when the meantretetimescale in the immobile
domain and the water-level fluctuation period beeaomparable. Our simulations also
investigate the effects of dispersivities on thexing-zone development. Larger
dispersivities always yield wider mixing zones. Hower, dispersivities may not be as
effective as kinetic mass transfer on widening thixing zone in our cases. More
importantly, larger dispersitivies and mass transiee based on different physical
interpretations of the transport processes and dtom properties. Large, perhaps
unwarranted dispersitivities are often considersdtlae misrepresentation of aquifer
heterogeneities agan, 2006]. On the other hand, as is well-known, ndurz
geological media are truly homogenous, and massfieaoccurs in almost all fractured
and porous heterogeneous media over various scahgsng from pore scale to field
scale. Our findings provide a plausible explanation wide mixing zones in coastal
aquifers which may consist of low-permeability zendead-end pores, porous particles,
aggregates, and rock matrix between fractures.uth squifers, the effects of kinetic
mass transfer and the movement of mixing zone cabgeaidal motion, freshwater-table
fluctuations, groundwater withdrawal, etc., mustdomsidered to evaluate the growth
and decay of the variable-density mixing zone. &ely, other parameters, such as the
amplitude of the periodic stimulation, the hydrautonductivity, the rate of freshwater
flow, the heterogeneity of the geological formaipmay influence the growth and decay
of the mixing zone. The research of effects of ¢hesechanisms on mixing zone
development is continuing.
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Table

Table 1 Geometry, hydrogeological, and transparapaters used in the experimental
study ofZhang et al. [2002]

Parameter Variable Value
Domain length, m L 1.650
Domain height, m H 0.6
Domain width, m w 0.1
Beach slope ¢ 1:6.12
Horizontal saturated hydraulic conductivity, ms-1 K, 4x107°
Vertical saturated hydraulic conductivity, m s-1 K, 4x107°
Longitudinal dispersivity, m a, 6.49x10™
Transverse dispersivity, m a, 1x107*
Total effective porosity 6, 0.37
Mean seawater level, m h, 0.463
Constant freshwater level, m h, 0.439
Seawater density, kg m-3 O 1025
Freshwater density, kg m-3 o3 1000
Salt concentration, kg m-3 C 35
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Figure Captions:
Figure 1. Schematic representation of the seawsteision problem.

Figure 2. Transient seawater levels caused byudiicins. The fluctuation period is 40
minutes. The arrows indicate different water lestalges.

Figure 3. The variable-density mixing zone betwdea freshwater and seawater for
steady-state conditions in the absence of wated fyctuation and kinetic mass transfer
(tank scale model). The solid lines are the conlioes of normalized salt concentrations.

Figure 4. Mixing zones at different seawater lestelges within a fluctuation period with
the consideration of seawater level fluctuatiomal@ank scale model). (A) low level, (B)
rising level, (C) high level, and (D) falling level

Figure 5. Mixing zones at different seawater lestalges within a fluctuation period with
the consideration of both seawater level fluctwatnd kinetic mass transfer (tank scale
model). (A) low level, (B) rising level, (C) higleVel, and (D) falling level.

Figure 6. Mixing zones at different freshwater lestages within a fluctuation period
with the consideration of freshwater level fluctaatalone (tank scale model). (A) low
level, (B) rising level, (C) high level, and (D)llfag level.

Figure 7. Mixing zones at different freshwater lestages within a fluctuation period
with the consideration of both freshwater levelctuation and kinetic mass transfer
(tank scale model). (A) low level, (B) rising ley€C) high level, and (D) falling level.

Figure 8. Sensitivity analysis for the effects ofritbining mass transfer and movement of
the mixing zone which is caused by (a) seawatedl libwctuation and (b) freshwater level
fluctuation.

Figure 9. The variable-density mixing zone betwdea freshwater and seawater for
steady-state conditions in the absence of wated fyctuation and kinetic mass transfer
(field scale model). The solid lines are the contmes of normalized salt concentrations.

Figure 10. Mixing zones at different freshwaterdestages within a fluctuation period
with the consideration of freshwater level fluctoatalone (field scale model). (A) low
level, (B) rising level, (C) high level, and (D)llfag level.

Figure 11. Mixing zones at the rising freshwaterelestage with the consideration of
both freshwater level fluctuation and kinetic méassisfer (field scale model), in which
(A) 7=10,(B)r=1,and (C)r=0.1

Figure 12. Mixing zones at the rising freshwaterelestage with the consideration of the
freshwater level fluctuation alone (field scale repdin which (A)a, = 0.1 m anda; =

0.01 m, (B, =0.5manda; =0.05m, and (Cyr, =2.5manda; =0.25 m.
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Figure 13. Mixing zones at the rising freshwaterelestage with the consideration of
both freshwater level fluctuation and kinetic massisfer (field scale model), in which
(A)a, =0.1 manda; =0.01 m, (B, =0.5manda; =0.05m, and (Cyr, =2.5m

anda; =0.25m.
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Figure 2. Transient seawater levels caused byudiicins. The fluctuation period is 40
minutes. The arrows indicate different water lestalges.
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Figure 3. The variable-density mixing zone betwdea freshwater and seawater for
steady-state conditions in the absence of watel fyctuation and kinetic mass transfer
(tank scale model). The solid lines are the conlioes of normalized salt concentrations.
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Figure 4. Mixing zones at different seawater lestelges within a fluctuation period with
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Figure 5. Mixing zones at different seawater lestalges within a fluctuation period with
the consideration of both seawater level fluctratnd kinetic mass transfer (tank scale
model). (A) low level, (B) rising level, (C) higleVel, and (D) falling level.
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Figure 6. Mixing zones at different freshwater lestages within a fluctuation period
with the consideration of freshwater level fluctaatalone (tank scale model). (A) low
level, (B) rising level, (C) high level, and (D)llfag level.
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Figure 7. Mixing zones at different freshwater lestages within a fluctuation period
with the consideration of both freshwater levelctuation and kinetic mass transfer
(tank scale model). (A) low level, (B) rising ley€C) high level, and (D) falling level.
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Chap. 2

Dynamics of freshwater-seawater mixing zone development in
dual-domain formations

Abstract

The dynamic response of freshwater-seawater mizomges to seasonal freshwater level
fluctuations and the presence of kinetic mass teansetween mobile and immobile
domains has been analyzed using numerical modélsxing zone enhancement is
mainly controlled by the unsynchronized behaviorcohcentration distributions in the
mobile and immobile domain. Such behavior is mazéu at the aquifer bottom when
the retention time scale in the immobile domaindmparable to the period of freshwater
level fluctuations, resulting in a thicker mixingree. Kinetic mass transfer may alter the
time tag between periodic freshwater level fluatre and the movement of the mixing
zone, causing the expansion and contraction ofrtbxéng zone. That is, the effect of
mixing enhancement by kinetic mass transfer magdseiniform in the mixing zone, and
the mixing zone thickness may vary significantlythin a period. By contrast, large
dispersion coefficients may create thicker mixingngs, but may not cause such
unsynchronized behavior and alter the time lagdiftérent concentration contour lines,
i.e., the mixing enhancement is rather uniformhe tmixing zone. The dynamics of
mixing zone development is sensitive to the flooeiy, which is influenced by the
hydraulic conductivity, amplitude of the freshwatevel fluctuations, and the capacity
ratio of kinetic mass transfer.

1 Introduction

The mixing zone developed at the freshwater-seawaterface is one of the most
important features in complex coastal hydrogeologystems Cooper et al., 1964].
Across the mixing zone, the salt concentration thmd density vary between those of
freshwater and seawater. The density gradientinvitie mixing zone causes the rise of
diluted saltwater, overlaying seawater, and resumltfow circulation as the seawater
moves towards the mixing zone to replace the diligaltwater. Understanding the
dynamics of mixing-zone development under varioyslrbigeologic conditions is
essential for designing effective management gji@géeof groundwater resources and
implementing sustainable stewardship of coastaladfsthore environments.

The present research aims to numerically investiga dynamic process of mixing-zone
development in a dual-domain subsurface mediumr gevious study has found that
kinetic mass transfer between relatively mobileidbuand fluids in stagnant pores
combined with periodic movement of the mixing zonay significantly enhance mixing
and result in a much thicker mixing zone, showrrigure 1 [u et al., 2009]. Kinetic
mass transfer occurs in almost all fractured arrdymmedia over various scales ranging
from pore scale to field scale, and has significamtlications on coastal groundwater
management. For example, the aquifer storage esalery (ASR) strategy may have a
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low freshwater recovery ratio in a dual-domain ¢alaaquifer due to the mobilization of
solutes initially residing in immobile domaingdstwood and Stanfield, 2001;Culkin et
al., 2008]. Prior to our finding, thick mixing zoneske usually characterized by large
dispersion coefficients or assuming highly hetenageis hydraulic conductivity fields,
both of which may not be realisti©fgan, 2003]. In addition, the recharge and tidal
fluctuations may only slightly increase the thicka®f the mixing zone in the absence of
kinetic mass transfet[1 et al., 2009]. In this note, we conduct numerical expents to
further illustrate the dynamic process of mixingi@oenhancement for a periodically
moving mixing zone in the presence of kinetic maassfer. Specifically, the major
guestions that have been considered during thi& aa: how does the distribution of a
mixing zone vary in response to variations of hggraogic conditions and how are such
variations different from those by assuming larggpersion coefficients?

2 Numerical Method

A typical two-dimensional domain (see Figure 1)set up to represent a cross-shore
transect of an unconfined coastal aquifer withretle of 200m, a thickness of 35m, and a
beach slope of 0.1, similar to previously repomednerical experimentdvichael et al.,
2005;Robinson et al., 2006, 2007Lu et al., 2009]. For this domain, a base model is first
built by defining the following hydrogeologic conidins. The aquifer is isotropic and
homogeneous with both mobile and immobile porositieing 0.2. The value of the
hydraulic conductivityK is 30m/d. The longitudinal and transverse dispéysare 0.5m
and 0.05m, respectively. Seasonal freshwater I8uetuations are imposed at the
landward boundary by defining a triangular, perotdydraulic head variation with the
amplitude A=1m and the period =360d. The use of the triangular function instefid
sinusoid function is to minimize the pressure pésioequired to reproduce the periodic
function [Zhang et al., 2001;Brovelli et al., 2007]. The first-order mass transfer rate
coefficient is 0.0028d, which implies a retention time scale in the imi®liomain,
defined as the reciprocal of the rate coefficieequal to the period of freshwater
fluctuations. At the seaward boundary, constadréwylic head and salt concentration are
assigned because tidal activities have a much eshpdriod and may hardly cause the
movement of the mixing zone in a large-scale sitmua[Cartwright et al., 2004;
Michael et al., 2005]. The mean hydraulic gradient between #éimelward and seaward
boundary is 0.005. The upper boundary in the aqusf phreatic surface with negligible
groundwater recharge, and the bottom is a no-flounkary.

A miscible fluid model with coupled flow and tramspmodels is applied to simulate the
mixing zone development in a dual-domain coastalfagq Transport processes include
advection, dispersion, and a first-order kineticsmaransfer between the mobile and
immobile domain. Flow and transport is coupledadinear relationship between density
and concentration in the mobile domain. The derd#yendent groundwater flow code
SEAWAT-2000 Langevin et al., 2003] is used to simulate the groundwater flow salt
transport problem described above. The entire donsadivided into two zones: an
ocean zone and an aquifer zone, which are sepabgtatie slanted beach. A high

hydraulic conductivity (18m/d), an effective porosity, = ,land a constant saltwater
concentration of 35kg/fhare assigned to the ocean zone, and a horizdrilos cells
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are added on the tope of the ocean surface todepeothe flat surface of the ocean
[Brovelli et al., 2007; Robinson et al., 2007]. The entire domain is discretized into a
uniform grid with a cell size of 0.5r0.5m, yielding 28000 cells in total. This grid

spacing corresponds to a local Peclet number of 1.

The following numerical experiments are conduc{dd:steady-state simulations for the
base model with and without mass transfer; (2)siert simulations for the base model
with periodic freshwater level fluctuations; and (Bansient simulations by varying a
series of parameters, including hydraulic conditstidispersion coefficients, amplitude
of freshwater fluctuations, and mass transfer edefits. All transient simulations start
from steady-state simulations, and terminate uhi salt concentration distributions
reaching a dynamic equilibrium state, i.e., the paotation duration is sufficiently long so
that the tolerance of the maximum concentratiomatian is satisfied when doubling the
computation periods. For simplicity, we use thneemalized salt concentration contour
lines, 0.1, 0.5 and 0.9, to describe the movemeditdéstribution of the mixing zone.

3 Results and Discussion

Mixing of freshwater and seawater is enhanced piiynaue to the unsynchronized
behavior of concentrations in the mobile and imrfedomain. Two mixing zones may
be defined in a dual-domain medium: one in the heobomain, and the other in the
immobile domain. There is an overlap between tiesemixing zones, but they do not
exactly coincide. The non-equilibrium concentratioin the mobile and immobile
domain create the driving force for mass transifer enhance mixing.

Figure 2 illustrates this process within one petigdanalyzing the concentration profiles
at three points, (70, 0), (90, 0), and (110, Q)pfvhich are located at the aquifer bottom
(Figure 1), where the mixing enhancement is thetmsiggificant. At the beginning of the
period, non-equilibrium concentrations in the mekahd immobile domains drive mass
transfer from the immobile domain to the mobile @m which result in slowly
increasing mobile concentrations and slowly deéngaenmobile concentrations. With
the decrease of the freshwater level, significantiivard movement of the mixing zone
causes a fast increasing concentration in the maddmain, which results in a fast
increasing concentration in the immobile domain tuenhanced mass transfer driving
forces. Maximum concentrations in the mobile don@icur in the second quarter. After
that, the mobile concentration gradually decreasea result of mass transfer, while the
immobile concentration keeps rising until these tvewome equal. When the hydraulic
gradient is reversed as a result of the rise offtbghwater level, seaward movement of
the mixing zone causes significant dilution andast fdecreasing mobile concentration.
The immobile concentration then decreases due dadliersed mass transfer process.
The point at (110, 0), the closest point to thexsed boundary, has the longest period for
salt mass transferred from the mobile domain to ithmobile domain because the
influence by seawater intrusion is more significiiman that by freshwater dilution.
Contrarily, the point at (70, 0) has the shortestiqu of mass transfer from the mobile
domain to the immobile domain because it is easidre diluted by the freshwater with
the movement of the mixing zone.
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Figure 3 illustrates the impacts of hydrogeologanditions on the dynamics of the
mixing zone development by the temporal and spdistibutions of three concentration
contour lines, 0.1, 0.5 and 0.9.

Panel A shows the base model results: (1) the mewemf different contour lines in

response to freshwater fluctuations is unsynchezhidue to kinetic mass transfer,
resulting in significantly varying moving rangeg ftifferent contour lines, by a factor of
4; and (2) a time lag exists between freshwateell8uctuations and the movement of
the mixing zone.

Panel B shows that the mixing zone in the case laitper dispersivities (B2) is thicker
than that with smaller dispersivities (B1) in thbsance of kinetic mass transfer.
However, the enhanced thickness of the mixing zengearly uniform within a period
for both cases without mass transfer. This iné&aynchronized behavior for different
contour lines in response to freshwater fluctuajaesulting in similar moving ranges
for different contour lines. In specific, the @éntour line remains almost at the middle
of the mixing zone for the cases without mass feandut approaches the 0.1 contour
line when the mixing zone expands and the 0.9 eonlioe when the mixing zone
shrinks for the case with mass transfer. Becahsefreshwater level drops from the
mean level at the beginning of a period, one mgyeekthat the maximum landward
movement of the mixing zone occurs at the end @ $kecond quarter when the
freshwater level rises to the mean level from thwelst level, which implies a three-
month time lag between the freshwater level vamatnd the mixing zone movement.
With the consideration of mass transfer, this tlagebecomes shorter than a quarter, i.e.,
the maximum landward movement of the mixing zoneueg within the second quarter.
Michael et al. [2005] identified a time lag between the seasdneshwater level
fluctuations and the submarine groundwater discheaite in the absence of mass transfer.
Our analysis indicates that the kinetic mass temsifay alter such time lags. In addition,
the cases without mass transfer show almost synided time lags for different contour
lines, while the case with mass transfer showsifstgnt discrepancies in time lags for
different concentration contour lines: the 0.9 comtline has the shortest time lag while
the 0.1 contour line the longest, resulting in éxpansion of the mixing zone. Likewise,
similar time lag behavior and movement discrepanoiecontour lines are found in the
fourth quarter for the seaward movement of the ngxione, resulting in the contraction
of the mixing zone.

Panel C in Figure 3 shows the mixing zone distidng for different hydraulic
conductivities: 10 m/d, 30 m/d (base model), andmd@. It is shown that higher
hydraulic conductivity causes larger maximum andalgn minimum mixing zone
thickness and more unsynchronized responses obugsaroncentration contour lines.
Mixing enhanced by mass transfer causes more &ignify non-equilibrium
concentrations between the mobile and immobile dorwa faster flow due to enhanced
time scale discrepancies between mass transferadwdction. In addition, higher
hydraulic conductivities lead to larger landwardl @aeaward movement. The impact of
the amplitude of freshwater level fluctuation ismsBar to that of the hydraulic
conductivity because variations of the amplitudeeesially change the hydraulic gradient
and the flow velocity. Furthermore, given a constatal porosity, altering capacity ratio,
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the ratio between the immobile and mobile porosyiglds different effective mobile
porosities and different flow velocities. Thusethmpact of the capacity ratio is also
similar to that of hydraulic conductivity and anmptle of freshwater fluctuations.

Panel D in Figure 3 shows the impacts of the firster mass transfer coefficient. The
mass transfer rate coefficient controls how quickigss is exchanged between the
mobile and immobile domain. Our previous studyniduhat when the retention time
scale and the period of freshwater level fluctuagibecome comparable, the mixing-zone
thickness is maximized.[1 et al., 2009]. Three time scale ratios are considere@il,0.
1(base model) and 100. It is shown that narroweing zones are developed for the
ratios 0.01 and 100, compared with the ratio 1, #mer unsynchronized time-lag
behavior of the contour lines is similar to theecasthout kinetic mass transfer. Actually,
mass transfer models with very small and large niasssfer rate coefficients may be
simplified to a classical advective-dispersive sqaort problem. For a small time scale
ratio, i.e., the mass transfer is approximatelyilédgiium, the transport equation may be
simplified by including a retardation factor. Thux] also shows smaller displacements
of the landward and seaward movement of the mixonge. By contrast, for a large time
scale ratio, i.e., the mass transfer is slow, tlesantransfer between the mobile and
immobile domains may be negligible and the entystesn behaves approximately like a
single-domain system with the effective porositpraching the mobile porosity. As a
consequence, the decreased porosity effectivelgdspap the flow, resulting in a larger
moving range of the mixing zone (see D2).

4 Conclusion

Our numerical experiments show that mixing enharergnin a dual-domain coastal
aquifer is mainly controlled by the unsynchronizdsthavior of concentration
distributions in the mobile and immobile domainucB behavior is maximized at the
aquifer bottom when the retention time scale inithenobile domain is comparable to
the period of freshwater level fluctuations, resgtin nonuniform moving ranges of
different concentration contour lines, nonuniforniximg enhancement in the mixing
zone, and significantly varying mixing zone thickeeduring a period. A time lag exists
between the freshwater fluctuations and the movemfethe mixing zone. This time tag
may be altered by kinetic mass transfer. By cattdarge dispersion coefficients may
create thicker mixing zones, but may not causeittsynchronized behavior and alter the
time lags of different concentration contour lines,, the mixing enhancement is rather
uniform in the mixing zone. The dynamics of mixingne development is sensitive to
the flow velocity, which is influenced by the hydha conductivity, amplitude of the
freshwater level fluctuations, and the capacityoraff mass transfer. These findings
provide useful insights for understanding the madras responsible for thick mixing
zones and identifying key transport processes astad aquifers. Field data collection
and analysis is underway for verifying these nuoaniesults.
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Figure Caption
Figure 1

A numerical simulation of freshwater-seawater mixaone in an unconfined aquifer. (A)
steady-state normalized concentration distribuitiotihe absence of kinetic mass transfer;
and (B) normalized concentration distribution dfansient simulation with kinetic mass
transfer at the time event when the freshwater Bdann(left boundary) equals the mean
freshwater head. The thick black lines represemttiastal beach with a slope of 0.1. The
mixing zones are characterized by three conceatratontour lines normalized by the
seawater salt concentration: 0.1, 0.5, and 0.9.stéws in (B) represent three observation
points at the aquifer bottom.

Figure 2

Temporal profiles of concentrations in the mobiled aimmobile domain at three
observation points: (70,0), (90,0), and (110,0)tfer case with kinetic mass transfer and
periodic freshwater fluctuations.

Figure 3

The dynamics of mixing zone development influenlsgdhydrogeologic conditions,
including dispersion, hydraulic conductivity, anéss transfer rate coefficient. Temporal
and spatial evolution of the mixing zone distribuatis characterized by three normalized
concentration contour lines at the aquifer bottteft {-axis) corresponding to periodic
freshwater fluctuations (right y-axis). Panel Ahe base model with defined parameters:

hydraulic conductivity 30m/d, first-order mass st rate coefficient 0.0028d ,

which corresponds to a unitary time scale ratioveen the retention in the immobile
domain and the period of freshwater fluctuatioms} longitudinal and transverse
dispersivities 0.5m and 0.05m, respectively. P&8nhghows the impact of dispersion, in
which B1 is the base model without kinetic masegfer and B2 is the base model with
larger dispersivities (2.5m and 0.25m) and withdogetic mass transfer. Panel C shows
the impact of hydraulic conductivity, in which Cd.the base model with hydraulic
conductivity 10m/d and C2 50m/d. Panel D showsnigact of mass transfer rate
coefficient, in which D1 has a time scale ratiddd1 and D.
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Chap. 3

Boundary condition effects on estimating maximum
groundwater withdrawal in coastal aquifers

Abstract

One of the most cost-effective strategies for pnéwmg seawater intrusion in
costal aquifers subject to groundwater withdrawgaloi optimize well pumping rates by
maximizing the water supply while avoiding seawatémusion. Boundary conditions and
the aquifer domain size have significant influeneessimulating flow and concentration
fields and estimating maximum pumping rates. Irs thiiudy, an analytical solution is
derived based on the potential flow theory for aatihg maximum groundwater
pumping rates in a domain with a constant hydrautiad landward boundary, which can
also represent coastal hydrogeologic systems cgongpia surface freshwater body.
Comparing with the solution for a constant rechar@e boundary, we find that (1) a
constant hydraulic head boundary often yields $icamtly larger estimations of the
maximum pumping rate than a constant recharge batmdary for the pumping well
located more closely to the landward boundary ttten coastline, and the difference
between these two boundary settings becomes nmuynidicant for lower potentials at the
toe of saltwater wedge; and (2) when the domaie szfive times greater than the
distance between the well and the coastline, tiiectebf setting different landward
boundary conditions is not significant. These filgdi can serve as a preliminary
guidance for conducting numerical simulations arebighing tank-scale laboratory
experiments for studying groundwater withdrawal peons in coastal aquifers with
minimized boundary condition effects.

1 I ntroduction

Groundwater is a vital resource providing waterpigs for public potable water,
agriculture and industry in coastal areas. To fsati®e increasing demand for freshwater,
excessive groundwater withdrawals have upset thg kestablished balance between
freshwater and seawater potentials, causing enunoawt of salty seawater into the
freshwater aquifer, resulting in the well-knownwater intrusion problem (Bear, 1972).
Once seawater has intruded into the coastal aqtifean intolerable distance, the
deterioration of the groundwater quality signifidgnthreatens the sustainability of
coastal communities and further development of tabasreas. Restoration of
groundwater quality in the invaded zones is geherah expensive and ineffective
proposition (Bear et al., 1999). Therefore, preienis considered the most effective
approach from the perspective of implementing degrative groundwater management
strategy in coastal areas. One of the most costt#fe prevention strategies is to
optimize withdrawal rates, i.e., the managemengmiundwater extraction in coastal
aquifers to maximize the water supply while avoidseawater intrusion (Shamir et al.,
1984; Willis and Finney, 1988; Finney et al., 198llaji and Yazicigil, 1996; Emch
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and Yeh, 1998; Das and Datta, 1999a, 1999b; Cheal,2000; Park and Aral, 2004;
Mantoglou et al., 2004; Bhattacharjya and Datt®520

Two types of numerical models have been used iimashg maximum
groundwater withdrawal rates in coastal aquifens: sharp-interface approximation and
the miscible flow transport model. By assuming aady flow in a hydrologically
homogeneous porous medium, as well as a sharfaiceenetween the freshwater and the
seawater, analytical solutions can be reached ifoplgied conceptual models by
applying potential-flow theories (e.g., Bear andgBa, 1964; Ozturk, 1970; Collins and
Gelhar, 1971; Hunt, 1985; Strack, 1989; Huppert Afabds, 1995; Dagan and Zeitoun,
1998; Naji et al., 1998; Sakr, 1999; kacimov andh@ov, 2001; Bakker, 2000 and 2006;
Kacimov and Sherif, 2006). By contrast, the miseilbbw modeling approach is more
realistic in that it contains a system of variabésity flow equation and the advection-
dispersion equation (e.g., Henry, 1964; Voss anaz&01987; Galeati et al., 1992; Fan
and Kahawita, 1994; Croucher and O'Sullivan, 199%e et al., 1995; Kolditz et al.,
1998; Ackerer et al., 1999; Paniconi et al., 20Diersch and Kolditz, 2002; Gotovac et
al., 2003; Simpson and Clement, 2003; Simmons, 20&agevin and Guo, 2006). In this
context, a variable-density mixing zone with a a®rtthickness, rather than a sharp
interface, can be generated, consistent with fiblskrvations in coastal aquifers (Barlow,
2003, Cherry, 2006).

Solutions to both sharp-interface and miscible flowedels are influenced by
boundary condition settings. For a steady statdysisa constant hydraulic heads are
usually imposed at the seaward boundary (e.g., €beal., 2000, Park and Aral, 2004),
while there are two types of boundary conditiormstant hydraulic head and constant
recharge rate, available at the landward bound&igrijer and Simmons, 2009). Constant
recharge rate conditions are often used by shaepfate models, which implicitly
assume an infinite large simulation domain (Strdé&k76, 1989; Cheng et al., 2000). By
contrast, miscible flow models generally defineuffisiently large domain so that the
flow field is not affected by the boundary conditigettings. However, no general
solution has been given regarding the domain sgaired for eliminating the boundary
condition effects. Moreover, this information isripeularly useful for designing tank-
scale laboratory experiments to investigate upapmiroblems, which are sensitive to
boundary conditions due to limited equipment sizee present work aims to resolve this
issue by investigating the effects of different boary conditions on estimating the
maximum groundwater withdrawal rates from an exioacwell in coastal aquifers. In
specific, we first derive an analytical solutionr fthe flow field and the maximum
groundwater withdrawal rate in a homogeneous domaih constant hydraulic head
landward boundary conditions. The derived soluti@me then compared with those
obtained in a domain with constant recharge ratentaries to evaluate the effects of
different boundary conditions and the domain semguired for minimizing the solution
variations. The sharp-interface model and potefiibal theories are used to derive the
analytical solution and conduct the comparison, ciwhican provide fundamental
understanding of the relationships between theohfeeshwater flow or the water table
elevations in the vicinity of the coast and theglkbnof the intruding seawater wedge.
Finally, a miscible flow transport case is presdritevalidate the derived results.
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2 Mathematical Models
Conceptual Model

Consider a fully-penetrating pumping well in a hameoeous, isotropic costal
aquifer. Fig. 1 shows the plan view and cross sectif the conceptual model in an
unconfined aquifer. The freshwater area within #Huwifer is bounded above by a
phreatic surface and below by an interface thatisges the freshwater from seawater at
rest (Zone 1) and the impermeable bed (Zone 2).Hmzontal bed of the aquifer is at
depthD below the mean sea level. The distance betweemphheatic surface and the

impermeable bed ik, . The interface is located at a distaddeelow the mean sea level.

A pumping well is located at a distangg away from the coastline with coordinatesg, (

0) and a pumping rat€. gy is a uniform flow rate of the regional flow to teea when
the well is not present. A similar conceptual modah be developed for a confined
aquifer with a uniform aquifer thickned3,

Two types of boundary conditions are consideredther landward boundary: constant
recharge rate, and constant hydraulic head. Analytical solutioasehbee derived for
the former boundary condition (Strack, 1989), whiaplicitly assumes an infinite
domain. For the latter, we assume that a constaud boundary is located at a distance
of L from the coastline. This boundary condition setticen also describes coastal
hydrogeologic systems containing a surface fresemladdy, such as rivers, streams or
canals, in coastal regions (Kondolf and Matthev@86t Sahoo and Smith, 2009). Such
water bodies, especially those parallel to the tabdse, may serve as a barrier for
preventing seawater intrusion. For example, at Graamouth, UK, the river Yare flows
parallel to the coastal line for several miles withst of the town located on the east side
of the river, sandwiched between the sea and the re Ya
(http://www.thingstodoinnorfolk.co.uk/norfolk/brosfljtyarmouth/southquay/).  Bailey
and Lear (2006) also indicated that it is very camnthat a river in coastal areas runs
approximately parallel to the sea for some distdmei®re joining it. Therefore, under
these field conditions, it is necessary to defimmastant hydraulic head boundary for a
pumping well located between the sea and the susater body, and it is important to
know how the surface water body affects the maxinallmwed groundwater pumping
rate. This scenario is also similar to the casd wipumping well located between two
parallel rivers (Wilson, 1993; Intaraprasong andazh2007). However, the seawater-
freshwater interface is considered and a constthit saltwater is not allowed to be
extracted must be applied for preventing upconimdyseawater intrusion.

Potential-Flow Theory

To apply the potential-flow theory to solve thewldield (Strack, 1976), several
assumptions are made: (1) the seawater-freshwdtezface is a sharp interface instead of
a variable-density mixing zone; (2) the sea legetanstant; (3) the Dupuit-Forchheimer
assumption is applied to neglect the vertical flg4), the Ghyben-Herzberg formula is
employed to locate the interface position; andtk®) aquifer storativity is ignored such
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that the governing equation is time independenseBaon these assumptions, a potential,
¢, can be defined for Zones 1 and 2 as (Strack, ;10féng et al., 2000):

Unconfined:

&

2(e-1) In. - o)

Zone lp=

(1a)

Zone 2:qa=%(hf2 —5D2)
(1b)

Confined:

Zone 1:¢= (h, +(e-2)B-eD)

1
2e-1)

(2a)

: 1 2
Zone 2:¢= Bh, +E(£—1)B - &8D
(2b)

where ¢ is the seawater and freshwater density raf/fo; ). The sharp interface

location can be evaluated based on both the patenti zones 1 and 2 satisfying the
Laplace's equatidig® = @nd the condition of continuity of flow (Strack989). The
potential at the toe of saltwater wedge is (Cheraj.e2000):

Unconfined: g, = 5(52_1) D?
3)
Confined: @, = (52_1) B®

(4)

On the other hand, the freshwater discharge paleioti a pumping well located
between the sea and the constant freshwater heawlény defined in the conceptual
model can be evaluated by superposing an infingkeies of imaginary wells
(Intaraprasong and Zhan, 2007):

(x=(x, +2nL))* +y
x=(=x, +2nL))* +y?

_Oo,, Q%
e K X+47K n_Z_mln (
(5)
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wheren are integersK is hydraulic conductivity, angXx/K is the regional flow potential
which reproduces the fixed hydraulic heads at #rmedward and seawater boundary.
Calculating the summation term in Eq. (5) yieldbgn, 1999):

¢ =
(6)

Thus, the coordinates of the toe position of sakwaedge can be found by substituting
Egs. (3) and (4) into (6):

_%,, Q In{cosh@/ L) - cosqr(x = x,)/ L)}

O, Q | COShEH/L) —cose(x~x,)/L)
K 47K | cosh@y/L) —cos@r(x + x,,)/L)

¢{oe
(7)

Maximum Pumping Rate

K X 47K | cosh@y/L) - cos@r(x + x,,)/L)

In water resources management, it is of prakficterest to predict the maximum
pumping rate for an installed well or to design thell location for required pumping
rates. In cases where the saltwater does not ris&cpumping well, the flow field in
Zone 1 is a one-fluid flow system, while in casathvgaltwater pumped by the well it
becomes a two-fluid flow system. For the latteg #olution of Eq. (6) is not valid. The
critical case between these two occurs when tlgnateon point created by the pumping
well and the toe position of saltwater wedge caac(Strack, 1976). The seawater-
freshwater interface in this critical case is ubkebecause an infinitesimal increase of
the pumping rate may lead to saltwater upconing.

According to the discussion by Intaraprasong andnZf2007), there are three possible
cases about the stagnation-point location: (1) stagnation point located between the
sea and the well with the sampeoordinate as the well; (2) one stagnation paoated

at the coastline; and (3) two stagnation pointatied at the coastline. The latter two
represent seawater intrusion into the pumping Wélérefore, only the first case needs to
be considered for determining the maximum pumpéaig.rTo facilitate the interpretation
of the analysis, the following dimensionless valeslare defined:

. . X "
XW:%,XS: S,Q: Q

B = le 1) KD? (unconfined), andg,, = (e-1) KB? (confined) (8)
2qx0L 2qx0L

in which x, is x-coordinate of the stagnation point, ang, X, Q and g, are

dimensionless parameters for the well locationgr&asion point location, pumping rate,
and potential at the toe. By transforming Eq. (@pidimensionless formula, taking the
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first derivative with respect tg, and setting it to be zero, the dimensionbessordinate
of the stagnation point is given by:

X, = %cos‘l(cos@(@ +Q’ sin(x,,))
9)

which can be expressed as

cosgx;) = cos(x,,) + Q' sin(rx,,)
(10)

Egs. (9) and (10) implicitly require that

—-1<cos(x,)+Q sin(x,) <1
(11)

Note Q" sin(7x,) is non-negative becaus® is non-negative and<x,, < .1The
monotonically decreasing property of cosine functtithin the range[O,ni indicates
thatx_ < x_, i.e., the stagnation point only exists betweeniell and the sea.

Fig. 2 shows the position of the stagnation pogéadunction of the pumping rate
and well location. Fig. 2a shows that for a givegllwocation the stagnation point moves
towards the sea as the pumping rate increases. Anmmum pumping rate may be
obtained forx_approaching 0, i.e., the stagnation point reachesostal line. Certainly,
this pumping rate is not the maximum pumping rateweed in the coastal aquifer
because the stagnation point has passed the tealtwfater wedge. The maximum
allowed pumping rate should be less than this raig. 2b shows that for a given
pumping rate the stagnation point moves with thenpng well toward the same

direction. Similarly, the well location whex_ approaches 0 is not the desirable location

to place a pumping well for a given pumping ratee pumping well should be placed
further away from the coastal line.

As discussed above, the critical pumping rate, ttee maximum pumping rate
that does not cause seawater intrusion, can beiaed when the stagnation point and

the toe of saltwater wedge coincide. By substituthne stagnation point coordinzéxé,o)
given byEq. (9) into Eq. (7), we obtain:

Qs | 1 C0S(C08' (COS(T,) + Qo SINCEC,) - 16,
2 | 1-cos(cos' (cos(x,,) + Q. Sin(x,)) + 7K.,)
(12)

G =~ cos (cod 7, )+ Qi sin(, ) +
JT

max

*

whereQ, ., is the dimensionless maximum pumping rate.

max

49



Eq. (12) is an implicit analytical solution for theaximum pumping rate, which is
graphically shown in Fig. 3. Two conclusions candsawn from Fig. 3: (1) with the
increase of the potential at the toe, i.e., a lavgetical distance between the sea level and
the aquifer bottom or a thicker aquifer, less water be extracted from the pumping well
because the potential increase results in landwergdement of the toe position; and (2)

with the increase ok ,, i.e., the pumping well is located further frone ttoastline, more

water can be extracted from the pumping well assalt of landward movement of the
stagnation point.

Boundary Condition Effects

In this section, we compare the solution for theecaith a constant hydraulic
head landward boundary derived in the previous@eetith the solution with a constant
recharge rate landward boundary to investigate dffects of different boundary
condition settings on estimating the maximum pumgpigte in a coastal aquifer defined
by the conceptual model. The essential differeretevéen these two is that the constant
recharge rate boundary implicitly assumes a seffity large aquifer domain so that only
one imaginary well needs to be considered to criteteseaward boundary. The implicit
analytical solution for the maximum pumping ratgigen by (Strack, 1976):

T
2Q
A2 1‘[1‘ ]
Boe = X (Pfg*J +§(* In nxw 12
w w 1{ _ZQJ
L L mw
(13)

Fig. 3 compares the solutions given by Egs. (12) @3) for the two different
boundary conditions. It clearly shows that the tamishydraulic head boundary often

results in significantly enhanced maximum pumpiates forx, > 05 The deviation
becomes more pronounced for lower potentials atdbeof saltwater wedge. However,
when x;, < 02 the differences between the two cases with diffeboundary conditions

are not significant. These findings have very int@at implications for numerical and
experimental endeavors for investigating groundmatthdrawal in coastal aquifers. For
a fixed domain, the pumping well must be locatedak 0.2 in order to minimize the
boundary condition effects. Otherwise, a constaydrdulic head boundary always
predicts larger maximum pumping rates allowed fasiding seawater intrusion than a
constant discharge boundary. Similarly, for a fixeell location, the domain size must
satisfy L >5x, to minimize the boundary condition effects. Thefgedings give
experimentalists and modelers a preliminary guiddonc designing tank-scale laboratory
equipment and delineating a domain for numericalutions for studying groundwater
withdrawal in coastal aquifers with minimized boangcondition effects.

3 Numerical Validation
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The findings regarding the boundary condition éfexre validated in this section

by a numerical field-scale case described by thecilme flow model. Consider a
confined costal aquifer with a homogeneous, isatrbgdraulic conductivityk = 8 m/d
and a uniform aquifer thickne8s= 20 m. The width of the domain is set to be 160&
sufficiently large size for eliminating boundarynehition effects aty direction. The
longitudinal and transverse dispersivities are &gl to be 0.5 m and 0.05 m,
respectively. The effective porosity is 0.4. Thengley of seawater and freshwater are
1000 kg/mi and 1025 kg/rh) respectively, which corresponds to a salt corraéinn C.=

35 kg/nt. A pumping well is located at 200m from the cdastl For the purpose of
investigating the effects of different boundary dibions and domain size on evaluating
maximum groundwater withdrawal, two domain lengthgare considered: 400 m and
1000 m. For each domain length, we consider twegypf boundary conditions, i.e.,
constant hydraulic head and constant rechargeatatke landward boundary, both of
which represent a constant hydraulic gradient0.005 andjy,, = 0.8 nf/d. The pumping

rate at the well in all simulations are 508/an. Table 1 summarizes the hydrogeologic
parameters for this case. The numerical model Isedoby the density-dependent

groundwater flow code SEAWAT-2000 implemented igraphic user interface software

Groundwater Vista 5.20 developed for 3D groundwdsy and transport modeling.

Figs. 4 and 5 show the steady-state simulationlteeséithe hydraulic head and
concentration distributions for the cases with wmhifierent domain sizes. It is obvious

that, for the domain with. = 400 m, namelyx, = 05 the hydraulic head and
concentration distributions for the two boundaryndition settings are significantly
different, while for the domain with = 1000 m, namelyx,, = 02the simulation results

for both hydraulic head and concentration distiimg are almost the same as predicted
by previous findings. In fact, Fig. 4 shows that the domain size oL = 400m the
predefined pumping rate causes seawater intrustontife constant recharge rate
boundary (see Fig. 4c), while it is still safe fbe constant hydraulic head boundary (see
Fig. 4d). This is consistent to the finding tha¢ ttonstant hydraulic head boundary often
yields higher maximum pumping rates (Fig. 3). Bytcast, by increasing the domain
size toL = 1000m, Fig. 5 shows that the saltwater wedgepbastrated into the pumping
well for both boundary cases. Although there aitesshall deviations between these two
because our findings are based on the sharp-ingegpproximation and the simulations
are based on the miscible flow model, the resuliindely have great potential
implications in numerical and experimental studiasggroundwater withdrawal in coastal
aquifers.

4 Conclusion

Optimization of groundwater withdrawal to avoighconig and seawater
intrusion is the most effective prevention stratémygroundwater resources management
in coastal aquifers. Boundary conditions and thetesy domain size have significant
influences on simulating the flow and concentrafi@ds and estimating the maximum
pumping rates. In this study, we apply the potéiibav theory to investigate the effects
of constant hydraulic head and constant recharge baundary conditions at the
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landward boundary. An analytical solution is dedvfor the flow field and the
maximum groundwater withdrawal rate in a domainhwét constant hydraulic head
landward boundary condition, which is also capaiflsimulating coastal hydrogeologic
systems involving a surface freshwater body. Compgawith the solution for a constant
recharge rate boundary, we find that (1) a constgdtaulic head boundary often yields
significantly larger maximum pumping rates fef >  OWwherex, is a dimensionless

well location normalized by the domain length, thanconstant recharge boundary
condition, and the difference becomes more sigamifidor lower potentials at the toe of
saltwater wedge; and (2) fof, < Q.2he differences between the two boundary cases
are not significant. These findings can serve gsediminary guidance for conducting
numerical simulations and designing tank-scale raooy experiments for studying
groundwater withdrawal problems in coastal aquifédme may use the findings to
choose the domain size and well locations to minérthe boundary condition effects.
For example, in laboratory experiments, it is momavenient to control a constant
hydraulic head boundary than a constant rechatgebaundary. By locating the well at

X, < 02, the boundary condition effect may be minimized ahere is no need to

construct an expensive, large tank-scale equipnsa@milarly, with a given well location,
modelers may only need to define a domain sizesfgatg L >5x,, instead of a much

larger simulation domain to minimize the boundasydition effects.
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Table

Table 1 Hydrogeologic parameters for the validatiamerical case

Parameter Variable Value
Domain length, m L 400, 1000
Domain height, m H 20
Domain width, m w 1000
Constant seawater head, m D 30
Constant hydraulic gradient, - J 0.005
Homogenous hydraulic conductivity, rit d K 8
Longitudinal dispersivity, m a, 0.5
Transverse dispersivity, m a, 0.05
Effective porosity, - 6, 0.4
Seawater density, kgth 0. 1025
Freshwater density, kgt 0, 1000
Salt concentration, kg th C. 35
Pumping well location, m X, 200
Pumping rate, m @ Q 500
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Figure Captions

Fig. 1. Plan view and cross section of the conaphodel for a pumping well located in
a homogeneous, isotropic, unconfined coastal aquife

Fig. 2. Location of stagnation points for a pumpvngll in coastal aquifers with constant
hydraulic head landward boundary. (a) stagnatiomtpes. pumping rate; and (b)
stagnation point vs. well location.

Fig. 3. Comparison of maximum pumping rates foridvg seawater intrusion in coastal
aquifers with different boundary condition settings

Fig. 4. Comparison of steady-state simulation teswf hydraulic head and salt
concentration distributions for the domain length- 400 m with different landward
boundary condition settings. (a) hydraulic headridhstion (constant discharge rate
boundary), (b) hydraulic head distribution (constdnydraulic head boundary), (c)
normalized concentration distribution (constantcdasge rate boundary), and (d)
normalized concentration distribution (constantraydic head boundary).

Fig. 5. Comparison of steady-state simulation teswf hydraulic head and salt
concentration distributions for the domain lengit- 1000 m with different landward
boundary condition settings. (a) hydraulic headridhstion (constant discharge rate
boundary), (b) hydraulic head distribution (constdnydraulic head boundary), (c)
normalized concentration distribution (constantcdasge rate boundary), and (d)
normalized concentration distribution (constantraydic head boundary).

58



Toe of saltwater

e
e_
y wedged <
S b / ¢ «
X
ea i < <
| XW —
| bl
| L =
Fixed
. hydraulic
P Q /Groundwater table head

7| 77777777//{//1////////////////1 o i i ]

Zone 1l Zone 2

Fig. 1. Plan view and cross section of the conaptuodel for a pumping well located in a
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constant head boundary

constant discharge boundary

Fig. 3. Comparison of the maximum pumping ratesafmiding seawater intrusion in
coastal aquifers with different boundary conditsattings.
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Fig. 5. Comparison of steady-state simulation teswf hydraulic head and salt
concentration distributions for the domain lengith= 1000 m with different landward
boundary condition settings. (a) hydraulic headritigtion (constant discharge rate
boundary), (b) hydraulic head distribution (constdwydraulic head boundary), (c)
normalized concentration distribution (constantcd&ge rate boundary), and (d)
normalized concentration distribution (constantraydic head boundary).

63



Chap. 4

Analysis of stagnation points for a pumping well in recharge
areas

Abstract

Stagnatiorpoints in groundwater flow fields delineate diffetélow regions by the
separation streamlines passing through them. SiiagAaoint analysis can hereby
provide a useful tool in streamline delineatiomadl as in hydraulic control. In the
present work, we present a stagnation-point arsfgsia flow field created by a
pumping well in recharge areas. This scenario great interest since it is very common
in practice for pumping wells to be located instlenear a recharge area. A typical case
is that an irrigation system is fed by groundwateémped from an inside well. By
performing stagnation-point analysis, it is fouhdttthe behavior of the created flow
field under study is not only determined by the nmiagles of specific parameters such as
pumping rate, regional flow rate, infiltration ratecharge area and well location, but
also related to the interrelation of these parareefgplying the properties of the
potential Hessian matrix at stagnation points, ise alentified the nature of stagnation
points (e.g., maximum, minimum, or saddle poinguaking that the pumping well
locates at the center of the recharge area. Irtiaddwe delineated the streamlines by
tracing streamlines starting from the stagnatioimggo The orientation of the separation
streamlines is determined by the potential Hessiatrix. Generally, for a well with a
relatively high pumping rate, there is one, and/amle stagnation point outside the
recharge area, since all infiltration and parteglional flow are pumped by the well. For
a well inside the recharge area with a relatively pumping rate, however, it is found
that there are always three stagnation points,usecafiltration is surplus for providing
the well extraction, which results in the separastreamlines outside the recharge area
and eventually forms a third stagnation point. Uratain field conditions, cases of two
stagnation points can occur, and these criticatlitmms have also been identified.

1 I ntroduction

Stagnation points are defined as points of zeroiBpe&lischarge. For two-dimensional
potential flow, this condition may be described by

W _, 0
oX ay

(1)
where @ is discharge potential, axcandy are spatial coordinates. The number,
distribution, and type of stagnation points in tloev domain associated with aquifer
features determine the flow pattern (Jin and Stéw2007). A point satisfying Eq. (1)
may be a maximum, a minimum, or a saddle poinhefaotential field (Fienen et al.,

2005). The first two cases are possible only wieeharge or drainage is involved, and
the Poisson equation is satisfied for a homogensmdium. In the absence of recharge,
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@ is governed by a Laplace equation, and a stagnpboit is always a saddle point, by
virtue of the mean-value theorem. In all casegjretion points can be interpreted as
“equilibrium points”, where two or more competirgé¢es balance each other. For
example, at the stagnation point between two etxtragvells, the pull of one well is
exactly opposite from the pull of the other. Stagmapoints play an important role in
groundwater flow because the separation streamfiagsing through them delineate
different flow regions. As an example, in flow fislmanipulated by pumping well
systems, separation streamlines passing throughagian points delineate capture zones
of exaction wells, release zones of injection wellsd boundaries of recirculation zones
(Fienen et al., 2005).

Stagnation-point analysis and its applicationgroundwater flow have continued for
many years. Many researchers have made substemigibutions in this field (e.qg.
Muskat, 1946; Hantush, 1965; Bear, 1979; Javanwkll@ang, 1986; Newsom and
Wilson, 1988; Strack, 1989; Wilson, 1993; Bakked &track, 1996; Zhan 1999a and
1999b; Christ and Goltz, 2002; Zhan and Zlotnik200uo and Kitanidis, 2004; Fienen
et al., 2005; Intaraprasong and Zhan, 2007). Famge, in flow fields created by
multiple injection-extraction wells, the differencethe value of stream functions at
stagnation points may determine the captured fke in the capture zones, recirculated
flow rate in the recirculation zones, and the fi@te in release zones. These results can
then be used to evaluate the capture-zone widthictdation ratio, and mean residence
time, etc., and help design such multiple-well eyst for groundwater remediation
(Christ et al., 1999; Cunningham et al., 2004; Bnd Kitanidis, 2004; Luo et al., 2006).

Tracing streamlines from stagnation points istla@oapplication of stagnation-point
analysis. In a flow field where complex potentiaktream function can be defined, one
can use the stream function to delineate the sepaistreamlines through stagnation
points based on the definition that the value efgtream function is constant along a
streamline (Christ and Goltz, 2002; Shan, 1999nddethe separation streamlines are
contourlines of the stream function value passimgugh the stagnation point. In
scenarios with internal volumetric sources or sjtiavever, this method is complicated
because each internal source or sink contribubzarach cut, and thus the stream
function is discontinuous. Strack (1989) provideatediction-correction procedure to
track particles using stream functions. When plagipass through a branch cut, the
stream function needs to be adjusted with a jungzo@nting for many branch cuts it is
complicated. In the numerical approach of Cirpkale1999), the stream function was
evaluated only element-wise thus avoiding brandlk-dn this approach, tracing
streamlines was based on finding all points aetihges of the element sharing the same
local stream function value. The latter authoredained the location of stagnation
points by linear interpolation of the velocity fieland employ additional rules to account
for stagnation points at element corners. The amtravas applied exclusively to
numerical flow fields without recharge or drainaBekker and Strack (1996) presented a
numerical approach based on an analytic elemenehfiodthe delineation of capture
zones in an isotropic, homogeneous aquifer withasge by determining starting points
for tracing separation streamlines. A forward trata possible stagnation point is started
to locate two forward and two backward points ttedmine the saddle stagnation points
and generate the separation streamlines. Fiersdn(2005) developed a novel semi-
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analytical method for quick delineation of strearaB in homogeneous aquifer with
anisotropic transmissivity. By investigating thénhbeior of the potential Hessian matrix
at stagnation points, starting points of separagio@amlines at stagnation points can be
exactly determined.

In the present study, we present a thorough atagmnpoint analysis for a pumping well
in uniform regional flow in the presence of recheagy infiltration, which is an extension
of the classical scenario of a pumping well inabsence of recharge. It is known that the
resulted flow field by the pumping well and recharg governed by two equations:
inside the recharge area, it is the Poisson Equatiatside the recharge area the Laplace
Equation. More than one stagnation point may edsnaximum, minimum, or saddle
points. This scenario, essentially, can be cons@tlas a combination of two cases
studied by Strack (1989). One is that a pumpind isdbcated at the center of a circular
island with rainfall, and the other is local infdtion in the presence of regional flow.
However, both cases are relatively simpler thars because they do not include either
the regional flow or the pumping well. By neglegtianyone of them, our cases can be
simplified to one of these two cases. This combsmzhario is of particular interest
because it is very common in practice for pumpimjsmto be located inside or near a
recharge area. A typical case is that an irrigasigstem is fed by groundwater pumped
from an inside well. Pumping groundwater for irtiga in most arid and semiarid
regions worldwide has experienced a significantaase over the last four decades since
it, compared with traditional surface water irrigatsystems, offers more reliable
supplies, lesser vulnerability to droughts, andlyeaccessibility for individual user
(Garrido et al., 2006). For example, Spain's grewatdr irrigation sector represents 27%
of 3.3 M ha total irrigated acreage (Garrido et2006). In Northern Territory, Australia,
as much as 89% of water used for irrigation is sedifrom groundwater in year of 1996-
1997 (http://www.anra.gov.au/topics/irrigation/canmgption/nt.html).

2 Flow domain and gover ning equations

Consider an unconfined homogeneous aquifer withnagtant infiltration rat&. Note

that the infiltration rate is assumed to be an aged value over the recharge area.
Because a well can be drilled almost anywherehigh-yielding aquifer, it is common to
place it at the pivot point for agriculture irrigat systems
(http://www.nespal.org/SIRP/awp/2005.03.Fact SH&&ESW.pdj. Without loss of
generality, we assume the area with rechargedslair with radiusk and centered at the
origin. An extraction well inside or near the re®area with a specific extraction rate
Q is arbitrarily located at theaxis, which is parallel to the regional flow diten. The
uniform regional flow is along direction with intensity,. This setup is consistent to
the practical scenario, where a well is often theter of an irrigation area or the
alignment of wells is parallel to regional flow foptimizing capture zone and
containment (Christ and Goltz, 2004).

Fig.1 shows the plane view and cross section o$étep, and the flow filed of the
case with recharge, regional flow and no pumpintj. Wes obvious that the pumped
water may come from both the regional flow andréharge area. For example, if the
well locates inside the recharge area with a sjatiping rate, it is possible that all
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pumped water may come directly from recharge. Aigh pumping rate, however, part
of water may also be pumped from the surroundingfeq supplied by the regional flow.

The problem is simplified to be two-dimensionaliggoring the vertical infiltration
processes and assuming steady-state flow fieldle&sribed previously, the flow field is
governed by two equations: outside the recharge #ne flow field is analytic and
governed by a Laplace equation; by contrast, the field inside the recharge area is not
analytic due to infiltration, and is governed b@sson equation. Thus, a complex
potential may be defined in the area without regbabut is not available in the recharge
area. We assume that the location of the wek,js@), and the coordinates of the center
of the infiltration are (0, 0). The discharge paiaih @, can be formulated as

2 2 _p2
9 ((x=x,)+y? XY TR Nc for x* + y* < R?
(D(x,y):—lny — QX+ 2 4 2 2
AT R? X0 RN (X" +y
- I = |+C forx*+y’=2R?
4 R
2)
_ 2 2
Wheregln(%] is the discharge potential for flow created byuanping
T

2 2 _p2 2 2 2
well; —q,,X is the regional flow potentialfu N and- RN In(x Ty j

R2
are the discharge potential inside and outsidaefécharge area, respectivélyis a
constant.

In order to facilitate the interpretation of thealysis, the following dimensionless
variables are defined:

X =

. . . . . 2
%'Vs=£.m=ﬁ.yw=ﬁ.<9 = 9 [y = k0,

y = R R R’ 7NR? NR

X
R 1

H* :iCD* =
N,
®3)

wherex , y', X, y., X, andy, are dimensionless coordinates normalized by reehar
area radiusxs andys are stagnation point coordinaté&3: is dimensionless pumping rate;
d,, is dimensionless regional flow ratel;” is dimensionless Hessian matrix of the
discharge potential; and®’ is dimensionless potential, which is expressed as
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*2+ *2_ . .
xrytele forx?+y?<1

—%{In(x*2 + y*2)+C forx? +y? =1
(4)
3 Stagnation point and critical pumping rate

Stagnation points can be obtained by solving Egin(@limensionless form

. P e -X forx?+y?<1
Ozaq) = Q (x _XW)Z—q;O+ _ X

forx?+y?>1 )

* * * 2 *
0x (X —XW) +y X*Z + y*
. . -y forx? +y?<1
O: aCD - Q y + y*y *2 y*z (6)
; 2Ll | m—— forx2+y?2>1
0y (X -x,):+y NN y*z

Thus, the dimensionless coordinates of the stagmatints are given by:

‘%‘q_?)iJ Cr-oy+(@Q +aex)  forx?ey?sl
S B — — , ¥, =0 (7)
(Q * 0o Xy _1)1\/(Q + Oy Xy _1)2+4qxoxw

; forx?+y?=>1
2qx0

Eq. (7) indicates that the flow field may haveratst four stagnation points, comparing
with only one stagnation point without rechargewdwger, in some cases, the stagnation
points may not co-exist or may coincide. Identifica of these critical cases may yield
critical pumping rates and critical well locatiombich control the behavior of the flow
field. The analysis may also help explain the Gdtehemicals and nutrients leached from
the field into the groundwater. Detailed analydasud the number and locations of

stagnation points can be made based on the dinmd@ssoparameters, , d,,, andQ’,
which are presented in the following sections.

Thewell locates at theorigin

First of all, we consider a special case that tb# cates exactly at the origin, namely,
x_, =0. This will significantly simplify the discussioAccording to Egs. (5) and (6),
stagnation points hereby can be obtained by solving
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-X forx?+y?<1

D QX . .
O0=——= —0O, t+ X * . 8
X x4y o —W forx?2+y?>1 (8)
. . -y forx?+y?<1
0= OQJ* = *ZQ y = +49_ y* for X*2 +y'2 >1 (9)

Thus, the dimensionless coordinates of the stagmatbints are:

* * 2
~So (S +Q forx?+y?<1
=l 27 \a Y. =0 (10)

S Q* _1

_ forx?+y?21
qu

Eq. (10) can not only be used to calculate the dsimaless coordinates of the stagnation
points, but also provide a way to determine theeathisionless critical pumping rates by
generating the follow inequality set:

* x 2
qu qu *
a. —1s———,/— + <0
2 4 Q
Go , [T
b.0s -2+, /2 +Q <1 11
) 4 Q (11)

C. Q - > lor Q - -1
qu qXO
which gives:

a.Q1:Q <1-q,

b.Q2:Q <1+q, (12)

c.Q3:Q =1+q, or Q <1-q,

The solutions derived from the inequality set barused to evaluate the number and
locations of stagnation points for different coratis. For example, for the case of two

stagnation points where one exists inside the rgeharea, and the other locates outside
the recharge area, we can derive the dimensioplesping rate interval by solving

- (@NQ2)U@iNQ2)n a3 (13)
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where Q1 and Q2 represent complements Ofl and Q2, respectively. Then, for a
given Q" , we can obtain the stagnation-point locationsdlyisg Eq. (10).

It should be noted that two dimensionless critmahping ratesl+q,, and1-q,
appear in Eq. (12). Physically speakiig,q,, denotes sum of the infiltration rate and

equivalent regional flow rate on recharge arealent ., represents the difference

between these two rates and hereby can be regasdeder-infiltration rate” on recharge
area. Based on the solution set of Eq. (12), thewWiing conclusions about stagnation

points can be drawn for different valuesQ@f:
1. Forq,=1

(@) If 0<Q" <1+q,, there is only one stagnation point, which is tedainside the
recharge area.

(b) If Q" >1+q,,, there is only one stagnation point, which is tedaoutside the
recharge area.

(c) If Q =1+q,,, one stagnation point with dimensionless coordma(l, 0) is

* x 2 *
obtained, because%ﬂ/h +Q = Q *_1 =1.
2 4 qu

2. Forgq,<L

(@) If 0<Q <1-q,,, there are three stagnation points. Two of theenl@rated inside
* * 2
the recharge area t—q—;t qTX:) +Q",0/, and one is located outside the recharge

area a{Q *_1,0)
qu
(b) If 1-q,<Q <1l+q, , there is only one stagnation point at

* x 2
—q—;(’ﬂ/qTX:’ +Q" ,0/, which is located inside of the recharge area.

(c) If Q" >1+q,, there is only one stagnation point(e(@*—_l,o} which is located

x0
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outside the recharge area.

(d) If Q" =1-q,, there are two stagnation points at (-1, 0) (indqio,o), because

* * 2 *
_h— % +Q* :Q _1:—1_
2 Va4 Uso

(e) If Q" =1+q,,, there is only one stagnation point at (1, 0).

The results above show that the number andipoif the stagnation points are
determined by the pumping rate and relative magdmituetween infiltration rate and
equivalent regional flow rate on recharge area.

The well does not locate at theorigin

In this section, we will extend the stagnation-p@inalysis for an arbitrarily located
pumping well. We assumg, > ,@nd the case where, < dan be similarly derived.

Eq. (7) can be expressed as the following inetyusett subject to the constraint that
X, >0:

c (@ +aiox, ~1)-(Q + aox; ~1 + dajex; _ 1 (14)
2q;o -

d. (Q* +q;oX;\, - )+\/(Q* + q;OX;\/ _1)2 +4q;ox\j\, ¥
205

Solving these inequalities yields

a.Q1:Q < (1+ X:v)(l_q;o)
b.Q2: Q <(1-x,)(+q)
c. 03:Q <[+ x,){-q)
d.Q4:Q 2(1-x,)0+q,)

(15)
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which provide a tool for calculating the number dmchtions of stagnation points at a
given pumping rate. We define two dimensionlesscali pumping rates:

Qu = (1_ X:v)(l-l_ q;O) andQ, = (1+ X:v)(l_ Q;o) (16)

One can observe from the Eq. (15) tiAt and Q 3is the same, which means the
dimensionless stagnation pointg/atfl,0) and (-, -1] co-exist. On the other hand,

Q2 Q4 =Q, shows that the dimensionless stagnation poirt af and[l + oo) repel
each other, except at the critical pumping 1@tg which indicates there is one and only

one stagnation point located in these two intervete results derived for all cases are
given in Table 1. It shows that the number andtiooa of stagnation points are not only

related to the magnitudes &, q,,, andQ’, but also dependent on the relative

magnitude betweer,, andq,,. As an example, consideg, < and0<x,, < 1 the

following conclusions about the dimensionless purgpate, the number and locations of
stagnation points can be made.

1. Forx, <q,:

(@) If 0<Q <Q,,, there are three stagnation points, and two oftlage inside the
recharge area and only one stagnation point isdeutse recharge area.

(b) If Q,<Q <Q,, there is one stagnation point inside the rechamga, and no
stagnation point outside the recharge area.

(c) If Q" >Q,, there is one stagnation point outside the reeharga, and no stagnation
point inside the recharge area.

(d) Consider critical conditions. Q" =Q_,, there are two stagnation points,  140)d

* * * * \2
(5555 o ws
_q_”{_q_j R T T .t RS X
2 2 2 2 20

(e) If Q" =Q,, there is only one stagnation point, namely (1)d@ated at the perimeter
of the recharge circle.

2. Forx, >q:
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(@) If 0<Q <Q,, there are three stagnation points, and two otkvlaire within the
recharge area and only one stagnation point isdeutse recharge area.

(b) If Q, <Q <Q,,, there are also three stagnation points, and @gaation point is
within the recharge and the rest are outside ttiearge area.

(c) If Q >Q,,, there is one stagnation point outside the reehaagea, and no
stagnation point within the recharge area.

(d) Consider critical conditions. Q" =Q_,, there are three stagnation points, (1, 0),

* * * * 2
e _Go |- [ X _%0 | 1(0"+g x )0 and
(2 2] \/(2 2] @ +ax.),

@ +a0x, ~1)-1(Q +a0x, -1) +4,X,

- ,01.
2qx0
(e) If Q =Q, , there are two stagnation points with coordinate$
* * * * \2
Zu _Go |y 120 B | 4 (@ +q.x,).0| and (-1, 0
(-] [25-%) vl vako| s

3. Forx, =q:

(@) If 0<Q" <Q, there are three stagnation points. Two symméitsiegnation points
are located inside the recharge area and onesgletuthe recharge area.

(b) If Q" >Q,, there is only one stagnation point, which is tedeoutside the recharge
area.

(c) If Q =Q,, the two stagnation points locate exactly at teeharge boundary,
namely, (1, 0) and (-1, 0).

Type of stagnation points

As described in the introduction, stagnation pomgs/ be maximum, minimum, or
saddle points when recharge or infiltration is ¢desed. Their roles in characterizing
flow pattern have been widely studied (Winter T@78&; Anderson and Munte, 1981,
Anderson, 2002; Bakker and Strack, 1996; Bear andhk, 1965; Cheng and Anderson,
1994; Christ and Goltz, 2002; Erdmann, 1999; Jagbadd Tsang, 1986; Nield et. al,
1994; Smith and Townley, 2002; Steward, 1999; Tewrnd Trefry, 2000; Fienen et. al,
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2002; Jin and Steward, 2007). Since the Laplacatemuis not satisfied for the recharge
area, x> +y”? < 1we use the Hessian-matrix method of the dischpogential to

identify the type of stagnation points and detemrtime streamline orientations (Fienen et
al., 2005). For the sake of completeness, we suimendre Hessian-matrix method in the
Appendix A.1.

For simplicity, we identify the type of stagnatipoints for the case in which the well
locates at the origin. Inside the recharge areadiimensionless Hessian matrix of the
discharge potential is given by

_Q_* y*z_x*z 1 —Q*x*y*
2 [ .2 2P 2 %2 «2 )2
ioe| 2 Y ) T (17)
-Q'xy Q x'-y" 1
2 2
X" +y 2 K24y 2_
Thus, at the stagnation points,
A:—Q*Z—E,B:O,C: Q*Z—E (18)
2x.” 2 2x.” 2
* x 2
For the stagnation point t—q—;O+ qXT°+Q*,O , we have
A<0,C>0 (19)

The proof of (19) is given in Appendix A.2. Accandito the properties of the Hessian
matrix (see Appendix A.1), this stagnation poinadisaddle point and the orientation of

the streamlines areandy direction.

* * 2
For the stagnation point t—q—;o—,/quoﬂg* ,0 |, we have

A<0,C<0 (20)

The proof of (20) is given in the Appendix A.3. Bhthis stagnation point is a strict
maximum, not a saddle point.

Outside the recharge area, the dimensionless hiesstix is given by:
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7 E %2 %2 - %2 «2 )2
* X + X +
H' = | *Y) * | *zyl (21)
. -XYy Q 1) x -y
(Q _l)‘ *2 *zjz 7_5 ( %2 *zjz
L X +Yy X +Yy ]

Thus, at the stagnation poirEt?—*_l,OJ, we have:

x0

A:—Czl_Q*,B:O (22)

This stagnation point is a saddle point with strigaenorientation inx” and y” directions.

Consider the critical condition for pumping rafethe well. If Q" =1+q,,, two

* x 2 *
stagnation point ,—q—;+,/qu°+Q* ,0 and(Q *_1,Oj coincide at (1, 0), and both
qu

are saddle points. Applying the dimensionless Hssiatrix inside of the recharge area,
i.e., Eq. (17), we obtain:

S

H =| 2 \ (23)
0 h
2

On the contrary, using the Hessian matrix outdigerécharge area, i.e., Eq. (21), we get:

e g

H =| 2 . 42
o Go
2

Thus, the curvatures at this point are discontisuadthough both Hessian matrices define
this stagnation point as a saddle point. This digoaity results from the different
governing equation used to solve for the dischagential. Inside the recharge area, the
Poisson equation is applied, but outside the rgeharea, the Laplace equation is
employed. The analytical solution of the dimensessldischarge potential, Eq. (4), is
C1l-continuous at the perimeter, but not C2-contirsithat is, the potential curvature is

discontinuous. At dimensionless coording(iis0), the curvature is continuous i

direction because of the identical elemgg‘-‘r in the dimensionless Hessian matrices,
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and discontinuous ix" direction. Thus, this coincident point can be édeed as a

transition point between two saddle points, whieegotential curvature in direction
changes abruptly.

Q-1

x0

* x 2
- qéo —,/qXTO +Q",0| coincide at(-1,0). This point is also a transition point.

Applying Eq. (17), we obtain:

If Q" =1-q,, a saddle poinE ,Oj and a maximum point

qu _1 O
H=| 2 . (25)
0 _M
2

BecauseQ =1-q, > Qgivesq,, < 1 both eigenvalues are negative. Applying Eq.
(21), the dimensionless Hessian matrix becomes

9
nol 2 612

o _%e

2

One eigenvalue is positive and the other is negaiifaus, this coincident point is a
transition point between a saddle point and a mamimoint, where the potential

curvature in directiorx’” changes abruptly.

4 Case studies and discussion

To demonstrate the theoretical analyses presebtmteawe assign some specific values
for N, Randq,, to explore the stagnation points and the separati@amlines at
different pumping rates for various cases discusbede. We assume that the recharge
rateN is 5x10° m/sec, Ris 20 m, and the regional flow ratg,, is 10° mf/sec. Thus,

the value of dimensionless parametgy is equal to 0.2.

In this casef,, < lthatis, the infiltration rate is larger than aent regional flow

rate on recharge area, which is more common fommaast field conditions. With the
changing of well location and pumping rates, thiféedent numbers and locations of
stagnation points are obtained, thus forming tfferdint flow fields. The separation
streamline are delineated by tracing streamlin@s fstagnation points, and the detail
regarding this approach is given elsewhere (Fieneh, 2005).
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Thewell locates at theorigin

Fig. 2 shows the stagnation points and the separatreamlines for different pumping
rates when the well locates exactly at the oriBimensionless well pumping rates and

coordinates of stagnation points are listed in &blFig. 2(a) shows @ <1-q,,,

which means the pumping rate is smaller than tfierdnce between the infiltration rate
and equivalent regional flow rate on recharge aresge are three stagnation points. The
transition point separates a saddle point and amar point, located outside and inside
the recharge area, respectively. Infiltration nadysupplies all the well pumping, but
acts as a strong injection, which results in thEasation streamlines outside the recharge
area, thereby forcing the regional flow to travetside the separation streamlines. Fig.
2(b) shows whelQ” =1-q,, two stagnation points can be obtained: one &ddle

point, located inside the recharge circle, andbther is a transition point, where a saddle
point and a maxima point coincide. The "over-infition" is exactly pumped by the well
and therefore separation streamlines form a closkdFig. 2(c) shows if

1-q,, <Q <1+q,, a saddle point is located inside the recharge anel the separation

streamlines cannot contain the recharge circle. Ki) indicates ifQ" =1+, that is,

all infiltration and regional flow on recharge am& exactly pumped by the well, a
saddle point is located at the perimeter of reahangle and the separation streamlines

are tangent to the recharge circle. Fig. 2(e) mteig if Q" >1+q,,, there is a stagnation

point, which is a saddle point, located outsiderteharge area and the separation
streamlines contain the recharge circle. It captpesically interpreted as the well
capturing all the infiltration and some regiona\il because its pumping rate is larger
than the total recharge and the regional flow regbby the recharge circle.

Thewell doesnot locate at theorigin

Figs. 3-5 delineate the stagnation points andeparstion streamlines at different
pumping rates for the wells locating ati24 m, and 10m, respectively. Their
corresponding dimensionless coordinates are (9.10@, 0) and (0.5, 0). Well pumping
rates and coordinates of stagnation points aredlist Tables 3-5. Inspection of these
figures and tables leads to the following conclasio

1. Fig. 6 shows the relationship between the crifzahping rate and well location.

As the well moves from the origin to the rechargerpeter, the lower critical
pumping rate is linearly increased, and then lilyed@creased after passing the well
location (0.2, 0), ultimately reaching zero at plegimeter of the recharge area. For
the higher critical pumping rate, however, the eakilinearly decreased as the well
moves from the origin to the dimensionless critizall location (0.2, 0), and then
linearly increased after passing this point. Hetloe interval between the higher and
lower critical pumping rate initially decreasesgdhen increases after passing the
critical well location. It is noteworthy that atetleritical well location, namely the
point (0.2, 0), two critical pumping rates are ekathe same being 0.95.

2. An interesting phenomenon can be observed thdteatritical well location, namely
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X, =02, two stagnation points obtained inside the rechamga are symmetrical
with respect to the origin under the condition t@atis less than the critical pumping
rate. For example, @ = 056here are two symmetrical stagnation points (00J7

and (-0.77, 0); aQ" = 088two symmetrical stagnation points (0.96, 0) a1©d9@,

0) are found; particularly, at critical pumping eattwo stagnation points locates
exactly at the perimeter of the recharge circle.

. At alow pumping rate, namely, fof, = 0dndQ" < 088§ X, = 02and Q" < 095
and x, = 05and Q" < 060 there are always three stagnation points for ease,

and without exception, one locates outside theargEharea and the rest situate inside
the recharge area. Like the case where the wedkdscat the origin, infiltration not
only supplies all the well pumping, but serves agrang injection, which results in
the separation streamlines outside the recharge tereby forcing the regional flow

to travel outside the separation streamlines. A&t shme pumping rat® where
Q" < 060, as the well moves from the origin to the righg stagnation point outside

the recharge area moves gradually in the negafivéirection, while two stagnation
points inside the recharge area moves in the pestii direction.

. At a high pumping rate, namely, fox, = 04nd Q" > 108, x, =02 and
Q" > 095, andx, = 05andQ” > 12 there is always only one stagnation point,

which locates outside the recharge area. This phenon is due to the fact that at a
high pumping rate, all infiltration and partial regal flow are served as a supplier for
pumping well, thus no additional infiltration aais regional flow for resulting in the
separation streamline outside the recharge aresidé&e for the condition that the
well locates inside the recharge area with the saumneping rateQ” whereQ > 1.2

as the well moves from the origin to the right, $tagnation point outside the
recharge area moves gradually in the posikvelirection.

. As well location moves from the origin to the itfdtion perimeter, comparing the
streamlines and stagnation pointsQat= @86each case, two “tails” outside the
recharge area are becoming more and more closérth&m form a closed circle

which surrounds the recharge area under the conditiat the well locates at the
dimensionless critical well location (0.2, 0); etuadly the closed cell moves to the
right and includes partial regional flow and exdsdsome recharge area, which
results in the separation streamlines outside ¢ocharge area and forms the third
stagnation point.

. With the exception of the case where the well lesatt dimensionless point (0.5, 0),
there are two stagnation points obtained at thestosvitical pumping rate. For the
case where the well locates at the point (0.108¢, stagnation point locates at (0.90,
0) and the other locates at (-1, 0). For the wadhted at the critical well location
(0.2, 0), two stagnation point locates at (1, OJ &1, 0), respectively. However, at
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the lower critical pumping rate, as can be seemfieig. 5(c), there are three
stagnation points obtained for the well locatedhat point (0.5, 0). This may be
because the lower critical pumping rate under tbandition is so weak that
infiltration is surplus for providing the well exiction, which produces the separation
streamlines outside the recharge area and eventoaths the third stagnation point.
Note that ifx;, > 0Oand Q" equals to the lower or higher critical pumpingeraat
least one stagnation point locates at the perin@teecharge circle. On the other
hand, except for the well location of (0.5, O)ite& higher critical pumping rate, there
is one stagnation point obtained. For the well tedaat (0.5, 0), however, there are
two stagnation points, as can be seen from Fig). 5{de closed cell inside the
recharge area denotes a dividing curve of pur#ration and a mixture of infiltration
and regional flow, that is, inside the closed délére is only infiltration, and outside
the curve, there is a mixture of infiltration aregjional flow.

7. As analytically shown previously, the stagnationnp in (—oo,—l) and (-1, O)co-
exist, and there is one, and only one stagnatiant po (0, + ). For example, as
X, =05, for Q" = 048, there are two stagnation points (-0.63, 0) a9, 0),
located in(-,-1) and (-1, 0), respectively. However, for the ingref (0, + ),
there is only one stagnation, located at (0.93, 0).

Analyses about the case where the well locatdsedeft of the origin can be made by
the similar method presented above. However, fgatiee value ofx;,, we have another
constraint for the stagnation point located outsiiderecharge area, namely,

(Q* + 00X, —1)2 +4q,,x,, = 0. In other words, the pumping rate interval derifed
stagnation points outside the recharge area sho@uichplicitly subject to this constraint.
As an example, we delineate the stagnation poimdssaparation streamlines for the case

where the well locates at (-0.5, 0) with a dimenkaes critical pumping rate of 0.40, as
can be seen in Fig. 7.

5 Conclusion

We have presented a thorough stagnation-point sisdlyr a single pumping well in
recharge areas. For the case where the well loaatbs origin, we have performed
critical pumping rate analysis and calculated tagrsation points for each critical
pumping rate interval. According to the characterssof the Hessian matrix, we also
identified the nature of each stagnation point. therwell arbitrarily located, we also
presented the critical pumping rate analysis aljhatiappears to be more complicated
than the previous case. By performing the stagngimnt analysis, one can realize that
the condition of flow field is determined not oridly the magnitude of the single

dimensionless parameter sucl@as q,,, andx,, but also related to the relative
magnitude betweeq , and X, . In the end, we delineated the streamlines fdveng

case with different well locations and pumping satgtarting points for tracing
separation streamlines are found by offsettindhslijgalong these directions from the
stagnation points. Since the problems that velasitaero at the stagnation points are
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eliminated, the separation streamline can be aoctsid directly by streamline-tracing
methods. In summary, for a well inside the rechamga with a relatively low pumping
rate, there are always three stagnation pointgusecthe unpumped infiltration produces
the separation streamlines outside the rechargeaaue eventually forms the third
stagnation point. However, for the well with a telaly high pumping rate, there is one,
and only one stagnation point outside the recharea, for all infiltration and partial
regional flow are extracted by the well.
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Appendix.

A.1Hessian matrix method for flow field with recharge or drainage (Fienen et al.,
2005)

In the presence of regional infiltration or draiedbe discharge potential satisfies the
Poisson equation, and the complex potential cap@aised to characterize the flow field.
On this condition, we use the discharge potenddl, y) , rather than complex potential,

in order to identify the direction of the streamstinpassing through stagnation points.

Consider the symmetric matrix formed by the selcterivatives of the discharge
potential:

0’0 9’0

_| ax* oxdy
=00 9% 1"

oxay ay’

This matrix is known as the Hessian®{x,y and describes the curvature®fat a

specific point. The larger the absolute value ef¢bcond derivative, the more curved the
surface®(x, y ) The sign determines convexity or concavity. Aifres second

derivative means convexity, , while a negative one means concavity, If the first
derivative is zero, then the diagonal elementsrdete whether we have a maximum, a
minimum, or an inflection point along a certainedition.

In order to interpret the application of the blas matrix, we choose the origin of the
coordinate system at a stagnation point. Therhervicinity of the stagnation point,

Where%i) = o® =0, the potential can be approximated by truncatedoFa&xpansion:

X oy
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°® , 10°® , 9°D
xXZ+= y? +
ox* 2 ay® oxoy

(x,y) = ® (0,0) +% xy (A2)

A, C
=—X"+Bxy+—y +D
2 Y 2y

and thus the Hessian matrix is

A B
H = 8 C (A3)
This matrix has eignvalues
A =24 Cu N T oac v aB? (A4)
Y2 2 2
2, =240 L oactc+ap? (A5)
22 2 2

with corresponding eigenvectors that define linéh e following slopes:

A-C++yA?-2AC +C? +4B?

tan(6, ) = = (A6)
A-C -+ A? -2AC +C? + 4B?
tan(6, ) = = (A7)

Transforming the system if coordinates are diffefeam thex andy directions to the
direction of the eigenvectors, the Hessian matedmes a diagonal matrix with

eigenvaluesi, and A, as entries. Thus, the eigenvalugsand A, reveal the nature of

the potential at the stagnation point. Accordinghi properties of the Hessian matrix,
the following conclusions can be drawn:

1. A4, <0: The point is a saddle point.
2. A, <0 and A, <0: The point is a strict maximum.
3. 4,>0 and A, >0: The point is a strict minimum.

4. A, =0 or A, =0: The point is an inflection point along the diteatof the
corresponding eigenvalue.

5. A, = A, =0: No conclusion about the nature of the potentighe point can be drawn.
However, this is a rare case, and is not consideirtitler.
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A.2 Proof of Inequality (19)

* x 2
At the stagnation poirﬁ—q—;+,/qu°+Q* ,OJ,

O < VQ;OZ +4Q .8

which can be written as

2, <200\ +4Q (A.9)

Thus,
G — 20,0\t +4Q +0, +4Q <4Q (A.10)
Then,
(- Gy +V 0o +4Q )2 <4Q (A.11)
and

2
* *2
* 2 qu qu * *
X, =|———+,|——+ < A.12
. { > \ 4 Q] Q (A.12)

Q
*2

2X,

- . - 1 - - *
For elementA in the Hessian matrixA = - et Is always negative becauge

and x’;z are positive. For elemef, replacing with inequality (A.12), we have

C= Q —%>o B)

% 2

2X

S

A.3 Proof of Inequality (20)

* x 2
At the stagnation poirﬁ—q—;’ +,/qXT° +Q ,OJ , we have
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2
* *2
*2 _ qu qu * *
X, = -2+, 2+ > A.14
s { 5 \ . TQ Q (A.14)

Thus,
Q 1

C= -=<0 15)
2x." 2
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Table 1

Well Pumping rates associated with the number acation of the stagnation points.

Qo <1

0<x, <1

X,, < Oy

Pumping rateQ’

Location of the stagnation poinky)

(=, -1)

-1

(-10)

©-J

1

(1, — )

TSP

0<Q’ <Q,,

X

X

X

Q =Q,

X

Qc2 < Q* < ch

X

Q=Qc1

Q >Q,

Rl R R N w

*

Xy > Oyo

O<Q* <ch

Q=Qy

ch < Q* < QcZ

Q =Q,

Q* > Qc2

X\*qu;o

O<Q* <ch

Q=Qy

Q >Q,

O<Q* <Q02

Q* = Qc2

Q >Q,

X | X[ X| X

*

qu >1

0<

X, <1

0<Q’ <Q,

Q=Qc1

Q* > ch

X

=1

Q >0

Rl R R R DN W RN W RN W W w

4TSP = Total number of stagnation points.
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Table 2
Dimensionless well pumping rates and coordinatestagfnation pointsx;, = )0

Q (X5, ¥s)
(). Q" <1-q, 0.53 (0.64, 0), (-0.84, 0), (-2.33, 0)
(b). Q" =1-q 0.8 (0.8, 0), (-1,0)
(€).1-q, <Q <1+q, 0.95 (0.88, 0)
(d). Q" =1+q, 1.2 (1, 0)
€). Q" >1+q., 1.44 (2.20, 0)
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Table 3

Dimensionless well pumping rates and coordinatestagfnation pointsx;, = 0)1
Q (X1 ¥5)

(@).Q <Q, 0.56 (0.71, 0), (-0.81, 0), (-2.33, 0)

(b). Q' =Q,, 0.88 (0.90, 0), (-1, 0)

(©).Q, <Q <Q, 0.95 (0.94, 0)

(d). Q" =Q, 1.08 (1, 0)

(e).Q >Q, 1.44 (2.47,0)
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Table 4

Dimensionless well pumping rates and coordinatestagfnation pointsx), = 0R

Q (X5 ¥s)
@.Q <Q, 0.56 (0.77, 0), (-0.77, 0), (-2.43, 0)
(b). @ <Q, 0.88 (0.96, 0), (-0.96, 0), (-1.23, 0)
©).Q =Q, 0.95 (1, 0), (-1, 0)
d). Q' >Q, 1.08 (1.35, 0)
€).Q >Q, 1.44 (2.73, 0)
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Table 5

Dimensionless well pumping rates and coordinatestagfnation pointsx, = 0§

Q (X5 ¥s)
@.Q <Q, 0.48 (0.93, 0), (-0.63, 0), (-2.95, 0)
(b). Q" =Q, 0.60 (1, 0), (-0.70, 0), (-2.50, 0)
(©). Q. <Q <Q, 0.95 (1.73, 0), (-0.89, 0), (-1.45, 0)
d).Q =Q, 1.2 (2.50, 0), (-1, 0)
€).Q <Q, 1.44 (3.40, 0)
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Fig. 1. Plan view and cross section of an extractvell in a uniform regional flow with constant iitfation rate. The right figure
shows a flow field with recharge, regional flow amal pumping well. The gray circle represents tlitiation zone.
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Fig. 2. Stagnation points and separation streasfioethe case where the well locates at the arifne dark solid lines are
separation streamlines, the dashed lines are dtnesnplotted by backward tracing from the extractiThe gray circle represents the

infiltration zone. (a)Q" = 0.53, (b)Q" =0.8, (c)Q" =0.95, (d)Q =1.2, and (eRQ" = 1.44.
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Fig. 3. Stagnation points and separation streasfioethe case where the well locates at the diroeless point (0.1, 0). The dark
solid lines are separation streamlines, the dalshesl are streamlines plotted by backward tracinghfthe extraction. The gray circle

represents the infiltration zone. @) = 0.56, (b)Q" =0.88, (c)Q" =0.95, (d)Q" =1.08, and (&) = 1.44.
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Fig. 4. Stagnation points and separation streasfioethe case where the well locates at the diroaless point (0.2, 0). The dark
solid lines are separation streamlines, the dalshesl are streamlines plotted by backward tracinghfthe extraction. The gray circle

represents the infiltration zone. @) = 0.56, (b)Q" =0.88, (c)Q" =0.95, (d)Q" =1.08, and (e)" = 1.44.
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Fig. 5. Stagnation points and separation streasfioethe case where the well locates at the ga@t0). The dark solid lines are
separation streamlines, the dashed lines are dtnesnplotted by backward tracing from the extractiThe gray circle represents the

infiltration zone. (a)Q" = 0.48, (b)Q" =0.60, (c)Q" =0.95, (d)Q" =1.2, and (eQ" = 1.44.
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Fig.6. The relationship between the dimensionlessa pumping rate and well location. The dashed denotes the lower critical

pumping rate, and the solid line represents thkedrigritical pumping rate.
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Fig. 7. Stagnation points and separation streasfioethe case where the well locates at the gedab, 0) with a critical pumping
arte of 2.9./sec. The dark solid lines are separation streamlithesdashed lines are streamlines plotted by backiwacing from the
extraction. The gray circle represents the infiltra zone.
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EXECUTIVE SUMMARY

Fire is an important disturbance in the Okefenokee Swamp. From April-June 2007, wildfire
burned 75% of the wetland area. With the existence of extensive pre-fire data sets on community
structure and total mercury of invertebrates, the fire presented an opportunity to assess impacts
of wildfire on invertebrates from the Okefenokee. Post-fire collection of samples occurred in
September, December, and May, 2007-2009. Sample sites included 13 burned and 8 non-burned
(reference) sites. Comparisons of data among pre-fire, post-fire reference, and post-fire burned
sites permitted assessment of wildfire effects on the community composition of invertebrates and
total mercury of select organisms (amphipods, crayfish, odonates, mosquitofish). NMS
ordinations and ANOSIM tests suggested that habitat was an important factor; communities in
burned cypress differed from reference cypress (driven by certain indicator organisms).
Unexpectedly, burned sites had lower mercury concentrations in odonates and crayfish, with
variation again being greatest in cypress stands.

LIST OF FIGURES

Figure 1: Map of the Okefenokee showing burned areas (shaded) with burned sites (triangles)
and non-burned areas (white) with reference sites (circles). Modified map: original
courtesy of the USFWS and the Okefenokee NWR.

Figure 2: NMS ordination of pre-fire, post-fire burned, and post-fire reference sites. The plot is
comprised of Axis 1 (r’=0.266), Axis 2 (r*=0.248), and Axis 3 (not shown, r>=0.241) that
explained 76% of the variability; overall stress for NMS analysis = 18.66.

Figure 3: NMS ordination of cypress habitat sites showing groupings of burned and reference
sites. Plot comprised of Axis 1 (r>=0.279), Axis 2 (r=0.272), and Axis 3 (not shown,
r’=0.232) that explained 78% of the variability; overall stress for NMS analysis = 16.43.
One-way ANOSIM suggested that the groupings were significantly different (p = 0.025).

Figure 4: Total mercury concentrations of amphipods (n=67 samples), odonates (n=73 samples),
crayfish (n=60 samples), and Gambusia (n= 25 samples) of the Okefenokee Swamp.
Open bars indicate means from reference sites and shaded bars indicate means from
burned sites; error bars represent +1SE. Wilcoxon two sample tests suggest that
concentrations in odonates and crayfish were lower in burned sites than reference sites
(odonates: H=7.235, d.f.=1, p=0.0072; crayfish: H=4.2123, d.f.=1, p=0.0401).
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Table 1: One-way ANOSIM test suggested significant differences among burn categories
(overall p=0.0002); pairwise tests are given in the table below and suggest that reference
sites are intermediary to pre-fire and post-fire burned sites. Asterisks indicate significant
p-values (<0.05).



Table 2: Two-way crossed ANOSIM tests for burn category and time, or habitat suggest that
habitat is a significant factor. Asterisks indicate significant p-values (<0.05).

PROJECT SCOPE AND OBJECTIVES

Wildfire is noted as a significant disturbance in many ecosystems; it can dynamically change
ecosystem structure and function. The significance of fire has been well studied in terrestrial
systems, but comprehensive studies in aquatic systems are long overdue. Fire can directly and
indirectly affect aquatic systems and it may take years to recover from fire (Gresswell, 1999;
Minshall, 2003). Studies suggest changes after fire include a shift in the dominant invertebrate
taxa after fire (Minshall, 2003; deSzalay & Resh, 1997), increases in nutrient levels (Scrimgeour
et al., 2001), and releases of mercury into the water column for uptake by biota (Kelly et al.,
2006). Many wetlands in the United States burn regularly (Middleton, 1999); however, little
emphasis has been placed on the impacts of wildfire in wetland systems and even less on how
fire affects macroinvertebrate community composition and mercury levels in aquatic organisms.

Wildfire near streams in Yellowstone National Park caused a shift of the invertebrate community
toward dominance by disturbance adapted organisms with foodwebs containing a greater number
of generalists in burned streams when compared to reference streams (Minshall, 2003). Recently
burned Canadian Shield lakes had greater total benthic macroinvertebrate biomass and
Chironomidae biomass than in reference lakes (Scrimgeour et al., 2001). Multiple studies (Kelly
et al., 2006; Scrimgeour et al., 2001) found fire associated nutrient releases into the water
column.

Today, some wetlands are managed with prescribed fire to promote aquatic invertebrate
communities and plant species important to waterfowl (de Szalay & Resh, 1997; Davis &
Bidwell, 2008). Prescribed burn areas supported more water boatmen, dytiscid and hydrophilid
beetles, midges, and oligochaetes when compared to control sites (de Szalay & Resh, 1997). This
study provides some insight into wetland fires, however, experimental and prescribed burns are
usually less intense than wildfires and may have different impacts on aquatic systems (Gresswell,
1999).

Mercury is of particular concern in wetlands because wetlands with high temperatures, low
dissolved oxygen, and fluctuating water levels are conducive to the production of methylmercury
(Zillioux et al., 1993; Richardson, 1999). Methylmercury is capable of entering the foodweb and
binds tightly to animal tissues (Horvat, 1996). Many wetland plants are also capable of mercury
uptake (Casagrande & Erchull, 1977), and others (Sigler, 2003; Biswas et al., 2007) noted a
release of mercury into the atmosphere from forest fires. Zilloux et al. (1993) suggested that
disturbed wetlands are capable of producing more methylmercury than undisturbed wetlands.
Since mercury is of special concern in wetlands, it is important to understand how disturbance
such as fire may affect the cycling of mercury through the food web.

The purpose of this study was to examine the effects of wildfire on macroinvertebrate
community composition and the total mercury concentrations of select organisms. We analyzed
the invertebrate community composition and total mercury concentrations of amphipods,
odonates, crayfish and Gambusia (mosquitofish) in burned and reference sites and compared
these to pre-fire data sets. We hypothesized that (1) wildfire would shift the community structure



of invertebrates toward a community of generalists. We predicted that samples from the pre-fire
data and the post-fire reference sites would have similar community compositions, but would
both differ from the post-fire burned sites. In addition to community differences, we predicted
that burned sites might have a greater Chironomidae biomass. We also hypothesized that (2) total
mercury concentrations would be higher in organisms from the burned sites than reference sites
because of fire-induced releases of mercury into the water column and that total mercury
concentrations of select organisms would be higher post-fire. And lastly, in a nutrient poor
system such as the Okefenokee Swamp (Flebbe, 1982), fire may function to release nutrients into
the water column for use by organisms (Yin, 1993). We hypothesized that (3) a fire induced
release of nutrients would cause burned sites to have higher total nitrogen and total phosphorous
levels than reference sites.

METHODS

Study Site

The Okefenokee Swamp is located in southern Georgia and part of northern Florida and is one of
the largest wetlands in North America. Although in earlier years, humans influenced the
landscape through the input of canals, logging, fire suppression and the creation of water control
structures, today most (80%) of the Okefenokee is managed as a National Wilderness Area. The
Okefenokee is a southern blackwater swamp that is generally nutrient poor with high amounts of
humic substances (Flebbe, 1982). Water inputs to the swamp include precipitation (61%) and
surface drainage (39%) (Patten & Matis, 1984). Water outputs include evapotranspiration (80%)
and streamflow (20%) through the Suwanne River and St. Mary’s River (Rykiel, 1984).

The swamp supports a variety of plants; the primary wetland habitat types are scrub-shrub
thickets, cypress stands and sedge prairies (Hamilton, 1982). The swamp is a host to many
vertebrates including the American alligator (Alligator mississippiensis), numerous fishes, and
birds. The aquatic invertebrate community is moderately diverse, supporting 103 different taxa,
dominated by midges (Chironomidae and Ceratapogonidae) and water mites (Hydrachnidia)
(Kratzer & Batzer, 2007). Kratzer & Batzer (2007) found that invertebrate communities are
fairly homogenous across the Okefenokee, in spite of a mosaic of habitat types.

Mercury contamination in the Okefenokee is a concern, and the Georgia Department of Natural
Resources has issued fish consumption advisories for Amia calva (bowfin), Centrarchus
macropterus (flier), and Esox niger (chain pickerel). Moderately high levels of mercury have
been found in many aquatic organisms of the Okefenokee (Jagoe et al., 1998; George & Batzer,
2008). Mercury in the Okefenokee is most likely due to atmospheric fallout (Winger & Lasier,
1997).

Fire has been recognized as an important ecological disturbance in the swamp and in part helps
structure the plant habitats. It is suggested that prairie formation occurs during extreme fires that
burn peat and roots completely, preventing the woody vegetation from re-establishing (Cypert,
1961). Historically, most wildfires of the Okefenokee started during the summer months when
thunderstorms with lightning moved through the area. The upland longleaf pine and wiregrass
systems of the Okefenokee are fire dependent and before human settlement, fires occurred every
1-3 years. Post-settlement fire suppression has reduced the frequency of fire to once every 20-30
years (Cypert, 1961), with records of large fires (burning more than 50% of the area) occurring
every 100 years (Yin, 1993).
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Figure 1: Map of the Okefenokee showing burned areas (shaded) with burned sites (triangles) and non-burned
areas (white) with reference sites (circles). Modified map: original courtesy of the USFWS and the Okefenokee
NWR.

From April to June 2007, a complex of wildfires moved through the swamp burning about 75%
of the total area and leaving only small unburned pockets. This recent fire presented a unique
opportunity to assess the impacts of fire on aquatic invertebrates and mercury accumulation
because most areas previously sampled for invertebrate community composition (Kratzer &
Batzer, 2007) and mercury content (George & Batzer, 2008) burned.

Areas of interest for our study included burned as well as non-burned reference sites that were in
close proximity to burned areas. Overall we selected 21 sites: 13 burned sites and 8 reference
sites (Figure 1). The sites were composed of a mixture of the three dominant vegetative habitats
of scrub-shrub thickets, cypress stands, and sedge prairies and were in the same general areas as
those sampled by Kratzer & Batzer (2007) and George & Batzer (2008). Sites were centered in
the following sub-regions: Chesser Prairie, Chase Prairie, Billy’s Lake, Double Lakes, and
Durden Prairie.

Sampling Methods

In order to assess the differences between pre-fire and post-fire data sets, it was necessary to
replicate the sampling programs of Kratzer & Batzer (2007) and George & Batzer (2008). A
two-year data set was collected (September 2007—August 2009). Collection of samples occurred
three times per year (September, December, and May), which parallels pre-fire sampling
regimes.



Macroinvertebrate Community Composition

As in Kratzer & Batzer (2007), samples for macroinvertebrates were comprised of three 1-m
long sweeps (1-mm mesh size) through the vegetation and water column, collected randomly
along a representative transect, in each of the sampling sites (e.g., Chase Prairie, cypress stand,
December 2007). Water depth was less than 50cm at most sites which resulted in all or most of
the water column sampled with the D-net with each sweep. Sweep nets are useful to sample the
water column, emergent vegetation, and along the substrate (Turner & Trexler, 1997; Batzer et
al., 2001). Among the various sampling devices used in wetlands, sweep nets have been found to
capture the greatest richness and are therefore useful in community studies (Turner & Trexler,
1997; Batzer et al., 2001). Samples were stored in 95% ethanol in plastic bags. Fluctuating water
levels allowed sampling at most sites on most dates; however, if a site was dry, a sample was not
taken.

In the lab, community sweep net samples were filtered through a 250 um sieve, sorted under a
dissecting microscope, and organisms were re-preserved in 95% ethanol. Macroinvertebrates
were identified to the lowest taxonomic level using standard references (Thorp & Covich, 1991;
Epler, 1996; Merritt et al., 2008). When possible, organisms were identified to genus, but due to
small instars or a lack of expertise, some taxa were identified only to family (Ancylidae,
Ceratapogonidae, Chironomidae, Crambidae, Lymnaeidae, and Pyralidae) or order
(Oligochaeta). Individuals from the family Chironomidae were measured to the nearest
millimeter and published length-mass relationships were used to calculate biomass (Benke et al.,
1999).

Total Mercury of Select Organisms

We repeated sampling protocols from the previous study (George & Batzer, 2008) to permit pre
and post fire comparisons. For mercury analyses, odonates (Libellulidae and Corduliidae),
crayfish (Cambaridae), amphipods (Crangonyx), and mosquitofish (Gambusia), were gathered,
from each site using nets and dip pans. Sampling was conducted for at least 1 person/ hour or
until approximately 1 g of mass was collected, whichever happened first (George & Batzer,
2008). Mosquitofish were euthanized with MS222 buffered with calcium carbonate in
accordance with the UGA Animal Care and Use Compliance. Samples were stored on ice, and
then frozen until analysis. Amphipods, odonates and crayfish were collected from December
2007 — December 2008. Beginning in May 2009 we sampled mosquitofish and continued to
collect odonates and crayfish until August 2009. We chose to sample mosquitofish because they
were ubiquitous throughout the sampling sites.

The University of Georgia Agricultural and Environmental Services Laboratory analyzed the
samples for total mercury using USEPA Method 3052 (1996) for digestion and USEPA Method
245.6 (1991) for the determination of mercury in tissues by cold vapor atomic absorption
spectrometry (CVAAS) with detection limits of 0.008 ppb wet weight. The lab follows a
stringent quality control protocol and calibrates instruments every 20 samples using certified
reference materials. According to Horvat (1996), CVAAS is one of the leading and most reliable
methods for mercury determination available.



Water Chemistry

Basic water quality parameters were measured at each of the sampling sites. Temperature (°C;
HM Digital COM-100, Oakton WD-35607-10), dissolved oxygen (mg/L; YSI Model 57), pH
(Oakton pH Testr 2), and electrical conductivity (uS/cm; HM Digital COM-100, Oakton WD-
35607-10) readings were measured in the field on all sampling dates. Total nitrogen (TN; mg/L)
and total phosphorus (TP; mg/L) samples were collected for the following sample dates:
December 2007, May 2008, September 2008, and May 2008. A bottled water sample was filled
in the field and kept on ice until TN (mg/L) and TP (mg/L) were analyzed by the University of
Georgia Agricultural and Environmental Services Laboratory using methods developed by the
USEPA (TN; 1984) and APHA (TP; 1999).

Statistical Analyses

Macroinvertebrate Community Composition

To determine any patterns in community structure, burned and reference data were log (x+1)
transformed and analyzed using a Non-metric Multidimensional Scaling approach (NMS; PC-
ORD 5). A Bray-Curtis Similarity distance measure was used on the slow-and-thorough
autopilot option in PC-ORD 5. McCune and Grace (2002) suggest that NMS is the most effective
ordination method for community data because it allows the user to view the strongest suggested
structure of the community based on chosen factors. NMS ordinations are useful to view
community structures and possible groupings among factors; however, these analyses do not
include formal testing of significant differences among groups (Clarke & Warwick, 1994).
Therefore, an Analysis of Similarity (ANOSIM; Primer 6) was used to verify significant factors.
To determine what taxa were driving differences in community structures, an indicator species
analysis (PC-ORD 5) was used. The indicator species analysis determines the abundance of each
taxa within each chosen group and assigns an indicator value accordingly. Indicator values
combine information on the abundance of the species within each group and the faithfulness
(always present in the group and exclusive to that group) of occurrence (McCune & Grace,
2002). Then, a Monte Carlo test of significance (5000 permutations) was used to determine
significant indicator taxa. We log (x+1) transformed Chironomidae biomass values and used a
multi-way ANOVA (Proc GLM; SAS 9.2) to assess differences in biomass among burn
category, habitat, and time.

Total Mercury of Select Organisms

Non-parametric Kruskal-Wallis tests (SAS 9.2) were used to assess differences in total mercury
concentrations by organism type, among the burn categories, and habitats. The Kruskal-Wallis
test is a ranked test that is useful for non-normal data (Dowdy et al., 2004). When results were
significant, Wilcoxon two sample tests were used for multiple comparisons; we used a
Bonferroni corrected global alpha when multiple tests were run in series.

Water Chemistry
Multi-way ANOVAs (Proc GLM; SAS 9.2) were used to determine if any of the water chemistry
measures differed among burn category, habitat, and time.



RESULTS

Macroinvertebrate Community Composition

A total of 31,864 individuals were collected in 109 samples. Eighty two taxa were identified;
from 15 orders, 39 families and 72 genera. The most common families included: Chironomidae
74%, Ceratopogonidae 7%, Crangoncytidae 5%, Hydroptilidae 3%, and Dytiscidae 2%.

Pre-fire and Post-fire Community Composition

NMS community analysis of pre-fire, post-fire reference, and post-fire burned sites suggested a
three dimensional solution with moderately high stress (18.66) that explained 76% of the
variability. NMS ordinations illustrated slight groupings of community structures among the
three burn categories (Figure 2), confirmed by a one-way ANOSIM (Table 1; overall p =
0.0002). Pre-fire communities and post-fire burned communities differed most (p=0.0001), and
post-fire reference and post-fire burned sites were marginally different (p=0.063). Pre-fire and
post-fire reference communities were similar (p=0.092).
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Figure 2: NMS ordination of pre-fire, post-fire burned, and post-fire reference sites. The plot is comprised of Axis 1
(r’=0.266), Axis 2 (r?>=0.248), and Axis 3 (not shown, r’=0.241) that explained 76% of the variability; overall stress
for NMS analysis = 18.66.

Table 1: One-way ANOSIM test suggested significant differences among burn categories (overall p=0.0002);
pairwise tests are given in the table below and suggest that reference sites are intermediary to pre-fire and post-fire
burned sites. Asterisks indicate significant p-values (<0.05).

Burn Category Groupings p

Pre-fire & Post-fire Burned
Pre-fire & Post-fire Reference
Post-fire Burned & Post-fire Reference

0.0001*
0.092
0.063




Post-fire Community Composition: Burned and Reference Sites

While analyses including the pre-fire data set suggest an impact of fire, contrasts are complicated
by potential temporal effects unrelated to fire. Thus, we focused on the post-fire data. NMS
analysis of post-fire burned and post-fire reference sites suggested a three-dimensional solution
with moderately high stress (18.43) that explained 75% of the variability. However, NMS
ordinations did not illustrate clear groupings of community structures between burned and
reference sites, and a one-way ANOSIM contrasting burned and reference sites was marginally
non-significant (p=0.066).

To determine if the effect of burn status was modified by other spatial (habitat) or temporal
(sample date) factors, we conducted two-way crossed ANOSIMs with burn status and either
sample date or habitat as the second factor. We detected significant impacts of fire after factoring
for habitat but not sample date (Table 2).

Table 2: Two-way crossed ANOSIM tests for burn category and time, or habitat suggest that habitat is a significant
factor. Asterisks indicate significant p-values (<0.05).

Burn Category and Other  Differences between burn Differences among factor groups

Factors category groups (across other (across all burn category groups)
factors)

Burn Status & Time 0.599 0.524

Burn Status & Habitat 0.049* 0.001*

In prairie and scrub-shrub habitats, the community structure of burned and reference sites did not
significantly differ. However, in cypress habitats, burned and reference sites were different
(p=0.025). NMS ordination of the community structure in cypress sites only showed separation
between burned sites and reference sites (Figure 3). Indicator analysis suggested that Ischnura
(Coenagrionidae; p=0.046) and Oecetis (Leptoceridae; p=0.039) were indicators of reference
sites, and Sigara (Corixidae; p=0.039) was an indicator of burned sites.

A multi-way ANOVA of Chironomidae biomass did not reveal differences among burn status,
habitat, time, nor interactions between factors (overall p=0.4688).
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Figure 3: NMS ordination of cypress habitat sites showing groupings of burned and reference sites. Plot comprised
of Axis 1 (r’=0.279), Axis 2 (r’=0.272), and Axis 3 (not shown, r>=0.232) that explained 78% of the variability;
overall stress for NMS analysis = 16.43. One-way ANOSIM suggested that the groupings were significantly
different (p = 0.025).

Total Mercury of Select Organisms

Pre- and Post-fire Comparison of Mercury

Total mercury concentrations from the 1998-2000 study were considerably higher than the
concentrations found in the post-fire study. All organisms had lower total mercury
concentrations post-fire. Wilcoxon two-sample tests indicated that pre-fire values were
significantly higher than post-fire values for all organisms (amphipods: H=57.15, d.f.=1,
p<0.0001; odonates: H=52.94, d.f.=1, p<0.0001; crayfish: H=23.71, d.f.=1, p<0.0001).

Post-fire Comparison of Mercury: Reference and Burned Sites

Kruskal-Wallis tests indicated that concentrations in odonates and crayfish were lower in burned
than reference sites (odonates: H=7.24, d.f.=1, p=0.0072; crayfish: H=4.21, d.f.=1, p=0.0401),
while concentrations in amphipods and mosquitofish did not differ between burned and reference
sites (Figure 4). Kruskal-Wallis test with multiple comparisons revealed that crayfish and
odonates did not differ in total mercury, but were lower than levels from amphipods and
mosquitofish, which also did not differ from each other (reference sites: H=25.38, d.f.=3, overall
p<0.0001; burned sites: H=47.25, d.f.=3, overall p<0.0001).
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Figure 4: Total mercury concentrations of amphipods (n=67 samples), odonates (h=73 samples), crayfish (=60
samples), and Gambusia (n= 25 samples) of the Okefenokee Swamp. Open bars indicate means from reference sites
and shaded bars indicate means from burned sites; error bars represent £1SE. Wilcoxon two sample tests suggest
that concentrations in odonates and crayfish were lower in burned sites than reference sites (odonates: H=7.235,
d.f.=1, p=0.0072; crayfish: H=4.2123, d.f.=1, p=0.0401)

Conducting separate comparisons for individual habitat types for each organism only revealed
that mercury in odonates from burned cypress habitats was lower than in reference cypress
habitats (H=9.59, d.f.=1, p=0.0020). All other organism and habitat combinations were not
significant. In some cases (e.g., crayfish), differences between overall and habitat specific results
may have been related to smaller sample sizes.

Water Chemistry

Total phosphorus was higher in burned sites (0.51 mg/l) than in reference sites (0.19 mg/l)
(F1,54=6.03, p=0.0174). Total nitrogen (1.23mg/l — 49.8mg/l) was not affected by any factors.
Multi-way ANOVAs for temperature (11.3°C — 67.1°C), pH (3.3-7.23), conductivity (28.0uS —
191.4uS), and dissolved oxygen (0.6mg/l — 11.6mg/l) varied temporally (all p<0.0001), but not
by burn category or habitat.

CONCLUSIONS AND RECOMMENDATIONS

Macroinvertebrate Community Response to Wildfire

We hypothesized that wildfire would shift the macroinvertebrate community composition toward
a community of disturbance adapted generalists. We predicted that pre-fire data samples and
post-fire reference sites should have similar community compositions, but both would differ
from the post-fire burned sites. While the data suggested community differences among the three
burn categories (pre-fire, post-fire burned and post-fire reference), factors other than fire may be
responsible for variation between pre- and post-fire periods such as natural temporal changes in
the Okefenokee Swamp. Therefore, most of my discussion focuses on the post-fire differences
between reference and burned sites.



There were only marginal differences in overall community composition (p=0.063) between
burned and reference sites and NMS analyses did not illustrate clear groupings. However, when
habitats were examined individually, we found that macroinvertebrates in cypress habitats were
most affected by fire. Most differences could be attributed to three indicator organisms: Sigara
was associated with burned sites; and Oecetis and Ischnura were associated with reference sites.
Responses by these taxa support the hypothesis that burning would induce a community
dominated by disturbance adapted organisms.

Corixidae water boatmen, such as Sigara, are often associated with disturbed wetlands. A study
of prescribed burn in a California marsh found a greater density of corixids in burned areas than
reference areas (deSzalay & Resh, 1997). In bioassessment, corixids have frequently been found
dominating anthropogencially impacted wetlands (Helgen & Gernes, 2001; Hartzell et al.,
2007). Sigara corixids may be able to exploit disturbed habitats in part because they are
generalist herbivore feeders (Merritt et al., 2008), and this may explain their abundance in
burned areas. The increased phosphorous levels in burned sites might have increased algal food
supplies benefitting Sigara; we observed dense algal blooms in burned sites, although algal
biomass was not quantified.

Trichoptera (caddisflies) are commonly used as indicators of stream quality, and although not
found in large numbers in wetlands, they can also be useful in determining wetland condition
(Burton et al., 1999; Helgen & Gernes, 2001; Wilcox et al., 2002; Hartzell et al., 2007). We
found three genera of Trichoptera in our samples. Numbers of Trichoptera genera did not vary
between burned and non-burned reference areas, but we found that the genus Oecetis was more
prominent in reference cypress habitats when compared to burned cypress habitats. Oecetis is
considered an intolerant taxon and it tends to be absent in disturbed wetlands (Helgen & Gernes,
2001). Oecetis is predaceous (Merritt et al., 2008), and it may be sensitive to changes at lower
trophic levels induced by fire. Alternatively, they may be intolerant of post-fire physic-chemical
conditions in cypress stands.

Odonata (dragonflies and damselflies) are another taxonomic group commonly used as indicators
of disturbance in wetlands (Burton et al., 1999; Helgen & Gernes, 2001; Wilcox et al., 2002;
Hartzell et al., 2007). Indicator analysis suggested that the damselfly, Ischnura (Coenagrionidae)
IS sensitive to fire because it was an indicator of reference sites. Ischnura, like Oecetis is
predaceous (Merritt et al., 2008) and environmentally sensitive. Both Ischnura and Oecetis might
respond similarly to fire.

We were surprised to find that fire did not affect biomass of Chironomidae (another disturbance
adapted organism) as it had in other studies (deSzalay & Resh, 1997, Scrimgeour et al., 2001).
However, these studies used different sampling techniques (benthic corer, Eckman-Birge grab),
while our study used a D-net to sample. Davis & Bidwell (2008) found that fire impacted
Chironomidae biomass sampled benthically with a corer, while Chironomidae biomass sampled
epiphytically with a D-net were not affected. D-nets sample midges living epiphytically more
efficiently than those living benthically (Henke 2005), so we may have underestimated responses
of benthic midges in my study.



Our study suggests that macroinvertebrate communities in cypress stands of the Okefenokee

were more impacted by fire than those in sedge prairies or scrub-shrub thickets. Perhaps burn
intensity was greater in the cypress stands. Future studies of wildfire in wetlands should take

habitat conditions and burn intensity into consideration.

Total Mercury of Select Organisms after Wildfire

We hypothesized that fire would increase total mercury levels in aquatic organisms. However,
our study found lower rather than higher total mercury concentrations post-fire, albeit only in
select organisms. When comparing our results with those collected several years before the fire
(George & Batzer, 2008), levels declined in all taxa sampled including a 97% decline in
Crangonyx (Amphipoda), 90% in odonates (Corduliidae and Libellulidae), and 78% in crayfish
(Cambaridae). This post-fire decline occurred in both burned and non-burned areas, suggesting
either that fire had a pervasive effect, even beyond the areas burned directly, or that the decline
was caused by factors other than fire. Thus, as for community analyses, we focus our discussion
on post-fire burned and reference sites.

Odonates and crayfish both had lower levels of total mercury in burned sites than reference sites
overall. When focusing on individual habitats, we only found that total mercury levels in
odonates living in burned cypress areas were lower than those living in nonburned cypress. This
indicates that impacts on total mercury were greatest in burned cypress, as was the case with
macroinvertebrate community responses. Analyzing total mercury in habitats individually
reduced sample size and may have obscured some trends in other organisms or habitats.
However, increased burn intensity in forested habitat versus shrub or herbaceous vegetation
seems a likely reason for pronounced responses in cypress.

Results also contradict results from another study. Kelly et al. (2006) found that after the
catchment for Moab Lake partially burned, fish methylmercury increased 5-fold post-fire when
compared to reference lakes. They attributed the differences to a shift in the fish diets and
increased mercury inputs (Kelly et al., 2006); i.e., increases in lake productivity caused food
chains to be longer, which affected the structure of aquatic communities and concentrations of
mercury. The mosquitofish in the Okefenokee, which did not respond, occupy a fairly low
position in food chains. Perhaps larger, piscivorous fish in the Okefenokee might respond
differently.

Other studies have reported responses more similar to our results. Allen et al. (2005) found that
levels of methylmercury decreased by 43% in Gammarus lacustris amphipods and 32% in
Cordulia shurtleffi odonates in Canadian lakes after a major fire. This same study also found that
mean body sizes and 515N of some organisms were different between the pre-fire and post-fire
time periods suggesting differences in the diets of these organisms between the two treatment
times. Pickhardt et al. (2002) demonstrated that algal blooms can reduce methylmercury
concentrations in zooplankton via biodilution. As mentioned, we found higher levels of total
phosphorous and observed algal blooms in burned sites. Perhaps these algal blooms caused
biodilution of mercury in burned areas of the Okefenokee, and levels of mercury in some
macroinvertebrates thus declined. Another study by Garcia & Carnignan (1999) failed to find
differences in methylmercury levels in zooplankton from burned and reference lakes after the
catchments partially burned. They attributed this to changes in soil mercury speciation, loss of



mercury through volatilization, and nutrient pulses following fire that diluted mercury levels
available to biota. In our study, neither amphipods nor mosquitofish had significantly different
total mercury levels in burned versus reference sites. Besides being habitat specific, responses
also appear to be organism specific.

Horvat (1996) describes how many factors can affect mercury levels in organisms (e.g. diet and
age of organism, physical attributes of the surrounding system), and suggests that mercury
cycling will not be similar in all aquatic systems or aquatic organisms. Others have suggested
that variation in burn intensity and total area burned could also affect mercury cycling in aquatic
systems (Allen et al., 2005). Since mercury cycling depends on many factors and studies provide
conflicting conclusions it seems likely that post-fire changes in mercury cycling in aquatic
systems will be difficult to predict.

Conclusion

To our knowledge, this the first study to examine the effects of natural wildfire on
macroinvertebrate communities and total mercury levels of organisms in a wetland. In the
Okefenokee, fire impacts on both macroinvertebrate community structure and mercury levels
were particularly pronounced in cypress habitats. Longer-term monitoring will focus on cypress
habitats, and select indicator organisms (including the Odonata).

The results of this study and future studies can be important for the management of wetland
ecosystems. The Okefenokee is managed to protect populations of birds, waterfowl, fishes and
endangered and threatened species. Knowing how fire affects mercury concentrations and
aquatic macroinvertebrate communities can help managers make more informed management
decisions regarding fire in the Okefenokee Swamp and other managed wetlands.
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ABSTRACT

Field work, laboratory experiments, and numerigaluations were conducted to identify and
guantify the relevant drag force parameters founahtvegetation. The study was motivated by
the need to develop better methods for calculdtiegheadloss in constructed wetlands.

Measurements of the natural plant densities andhge@ characteristics afypha(Cattail), one
of the most common types of vegetation in natunal eonstructed wetlands, were taken during
field research at the Clayton County Water Autlysitonstructed wetland systems.

Laboratory experiments were then designed and ateduusing wooden dowels (acting
similarly thanTyphg that were placed in a tilting flume at the sanemgity asTypha Water
surface profiles were measured for the two differ@etland cells as well as for the flume
experiments. In addition, the flow in an alternatpattern of marsh zone and deep zone, which is
common in treatment wetlands, was also investigatdige flume. The flow resistance calculated
from laboratory measurements were compared witth fibservations and analyzed to acquire the
respective drag coefficients. The results desahbeelationship between the drag coefficient and
Reynolds number well.

Numerical simulations were also performed to ingesé the hydrodynamics in both constructed
wetlands and laboratory flume by employing a nuo@ranalysis tool, SSIIM.
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1. INTRODUCTION

1.1 Background and motivation

As the record drought across Georgia continues, areveffective ways of wastewater
purification are urgently needed. The ability oftlaed ecosystems to improve water
quality naturally has been historically recognizedl natural and engineered wetlands
are emerging as important treatment systems fotewaser and agricultural run-off (Lin
et al., 2003). Wetlands are effective at decreasimg concentrations of BOD, TSS,
nutrients, metals, pathogens, and trace organiash@d and Horne; 2000, Reilly et al.,
2000; Debusk et al., 1996; Kadlec and Knight, 199@pb et al., 1998; Schulz and Peall,
2001; O’Loughlin and Burris, 1999).

Greater reliance on wetlands treatment and optiioizaf existing wetlands operations
require a better understanding of the hydraulitoi@cthat govern treatment efficiency. A
precondition for studying wetlands hydraulics isadled knowledge of the flow through
vegetation and the quantification of the prevaililogv resistance.

Quantification of vegetative flow resistance isesgml for simulating the hydrodynamic

behavior of constructed wetlands. Better representaof vegetative effects on flow

resistance, in terms of parameters that describ@div/vegetation interaction are sought
to improve numerical models. These models are reduifor the design and/or

performance optimization of constructed wetland<sficient wastewater treatment.

Recent research on vegetative resistance in opemehflows has been motivated by the
need to develop better methods for evaluating flowd transport processes through
vegetated channels, floodplains, and wetlands.e$tathe-art approaches for the
characterization of vegetative flow resistance mmputational Fluid Dynamics (CFD)
models are using a drag force term in the momerdgquations to model the stem drag
imposed by plants which project through a signific@mount of the water depth
(Fischer-Antze et al., 2001). In doing so the priynaim is to move away from lumped,
and often unknowable, friction parameterizationscfsas Mannings n) to physically-
based laws describing each component contributinhe energy loss source term in the
Navier-Stokes equations. This approach reducealiltigy to subsume under-represented
processes and data uncertainties in the calibrapimtess which are inherent in
roughness closures using a bed friction term.

However, the drag force formulation is based orylander analogy where vegetation is
treated as rigid, round, free-standing cylinderthwiie drag coefficient mostly specified
to be uniform corresponding to fully turbulent amtblisturbed approach flow conditions.
This of course does not hold for a stand of natplatts and has been only assumed due
to the lack of detailed knowledge about the indimalddrag coefficients of the diverse
wetland vegetation species. Furthermore, the dregefapproach assumes pressure drag
to be dominating over viscous drag, which in theecaf dense wetlands and low
Reynolds numbers does not necessarily hold.



Constructed wetland systems are operated by thgtddlaCounty Water Authority
(CCWA) and were initially chosen by the CCWA due their ability to treat large
volumes of effluent while minimizing land area re@gments.

The CCWA Shoal Creek system includes the 2.1-mgohlSGreek Water Reclamation
Facility, a storage reservoir, a pump station, andstructed wetlands, consisting of
approximately 360 acres (including approximately0 l&cres of sprayfields) with a
permitted capacity of 1.1 mgd. Owing to the incregglemand additional wetlands are
being added since the year 2000 and provide 3.0 ofgddditional capacity, and
encompass about 55 wetland acres subdivided inse@arate cells. The reclaimed water
from the wetlands is collected and returned to $fwal Creek Reservoir, eventually
flowing to the J.W. Smith Reservoir to augment ptgavater supply.

Observations of hydraulic headloss in existing tmmsed wetlands of the Clayton
County Water Authority (CCWA) versus design projecs have resulted in undesired
disparities. Evidently, the flow resistance of thegetation in the wetlands as specified
during the design phase is not longer valid for phevailing conditions. The proposed
study aims at identifying factors involved in floasistance of natural vegetation leading
to more accurate predictions of system headlossugfir constructed wetlands. The
primary goal is to accomplish an accurate quaitifor of the flow resistance for some
of the most common vegetation types (e.g. TyphaSuigus) found in the constructed
wetlands of the Clayton County Water Authority (C&YV Quantification of flow
resistance for these types will allow the developimef an adequate approach for
characterizing vegetative flow resistance to belemented into a practically deployable
CFD model. With this model accurate predictionypdrodynamics and water levels as
well as residence times can be accomplished. Uitilmadesign optimization of future
wetlands and operational guidelines for existinglavels can be provided.

1.2 Literature review

Constructed Systems for Wastewater Treatment

Constructed wetlands are shallow detention systetmgh are typically extensively
vegetated with emergent aquatic macrophytes (Peessal., 1999). Wetlands have been
used as convenient wastewater discharge sites dog than 100 years in some regions
and many natural systems that use the ability aftpspecies in uptaking or degrading
the pollutants were developed (Sundaravadivel aigheéswaran, 2001). In 1953, Dr.
Seidel of Max Planck Institute in Plon, Germanystfireported about the possibility to
lessen the overfertilization, pollution, and siffiap of inland waters through appropriate
plants (Brix, 1994). Natural and constructed treatmwetlands offer effective and
reliable treatment to wastewater in a simple amkpensive manner. Major advantages
of wetlands being used for water treatment incl(Slendaravadivel and Vigneswaran,
2001):

* Wetlands achieve high levels of treatment withditir no maintenance, making
them especially appropriate in locations wherenfi@structure support exists;



* Wetlands are relatively tolerant to shock hydrawdied pollutant loads that
ensures the reliability of treated wastewater dyali

* Wetland vegetation generate oxygen and consumeratioxide, thereby help
improving air quality and fight global warming; and

* Wetland vegetation provide indirect benefits such gieen space, wildlife
habitats, and recreational and educational areas.

The presence of vegetation in wetlands considenadalyces the bulk flow velocities of

the water, promoting better conditions for sediragah of suspended solids. The
reduction of turbulence and the prevailing uniforertical velocity profile in vegetated

areas hinder resuspension of settled material &edelty improve the removal of

suspended solids by sedimentation. Many of sudtesys have been constructed
however mostly without proper hydrodynamic desigme do the lack of detailed

knowledge about the water-plant-sediment interacfimocesses. Reliable and accurate
models are necessary to enable wetland design dar do achieve their expected

performance (Persson et al., 1999).

Predicting Flow through Vegetation Using Computational Fluid Dynamics Models
Enabled by the continually growing computationaleeh and storage capacity,
Computational Fluid Dynamics (CFD) models have bedereloped to solve the 3D
steady or unsteady Reynolds-averaged-Navier-Stdk&blS/URANS) equations, which
resolve local flow and turbulence features of tBmporally averaged turbulent flow
field. Presently, steady RANS models are the maskctigal approaches allowing
reasonable predictions of the time-averaged tunbufow field over or through
vegetation by adding an additional source termh® RANS and turbulence transport
equations to account for vegetative drag effe@tstryk and Bosmajian (1975) addressed
the problem that the Manning’s friction coefficieist a function of flow depth and
vegetation density. The latter researchers udedca-equilibrium approach where they
postulated that the gravity force is equal to tharwlary shear stress and the drag forces
induced on the emergent vegetation. The drag fondg can be expressed as:

2
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where U is the approach flow veloci@p is the drag coefficient and A representing the
projected area of a single plant in streamwisectioe. The drag coefficient can be
determined from experiments or evaluated for singgemetries from the plants’ base
shape and the Reynolds number. For conditions wherenergy losses due to vegetation
dominate, the drag force increases as the squatieedfiow velocity. However Fathi-
Maghadam and Kouwen, 1997, through their experiaiembrk on non-submerged pine
and cedar saplings and branches have directly meszhslie drag force for a variety of
flow conditions. They have found that the relatlupsbetween drag force and flow
velocity is probably linear for natural vegetatpecies that is subject to bending. This is
similar to the findings from Wilson and Horritt (@®) for a flexible grass canopy where
the drag force per unit area was calculated froior@e-equilibrium approach. Duret

al. (1996) simulated a rigid emergent plant canopyaisrertical cylinders set in a



staggered arrangement with variable density. Tleg droefficient calculated from a

force-equilibrium approach was found to be a fuorctof the vertical distance from the

bed reaching a maximum value at one third of thes ftlepth and a mean value close to
Cpb=1.13£0.15.

Numerical methods that include the drag force apgnofor multi-dimensional flow

problems have been developed by Shimizu and Tstgint®94), Lopez and Garcia
(1998, 2001), Neary (2000), Fischer-Antze et alO@® using two-equation turbulence
closure models to simulate rigid and emergent \@mget in simple-section and
compound-section channel arrangements. Modifiedkk-w turbulence closure models
were used, introducing drag-related sink terms ihi@ turbulent transport equations.
Laboratory experiments by Dunn et al. (1996), Teojo and Kitamura (1998),

Fairbanks and Diplas (1998), or Pasche and RqL985) were used to validate the
models. For idealized conditions i.e. where theetaipn is approximated by rigid
cylinders application of the drag force approadculted in fairly accurate predictions of
flow velocities and turbulence quantities.

Previous experimental and numerical studies confirencomplexity of vegetation-flow
interaction and highlight why this particular arefhydraulics has for so long defied
effective treatment. Vegetative roughness and flegetation interaction is, clearly, an
area where current hydraulic understanding is Btilited, yet it is central to many
problems of practical interest to environmental ieegrs including the hydraulic
performance of constructed wetlands. The treatnoéntegetative flow resistance in
numerical models needs further improvements.

2. OBJECTIVES

A combination of field work, laboratory experimerasid high resolution numerical
simulations is proposed to quantify pressure arstous drag forces specifically for
TyphaandScirpus the two most common vegetation in natural andtanted wetlands.
The main objective of the proposed project is Enidy and quantify the relevant drag
force parameters for natural vegetation. Knowleoigihese parameters will improve the
current approach for characterizing vegetative fl@sistance considerably. The major
contribution of doing so is that these parametalishave both physical meaning and be
easily measurable. For instance, using the draxg fapproach requires knowledge about
three parameters i.e. the vegetation density, thieqied ared, and the drag coefficient
Cp of the plants. Whereas the first parameter cadebermined from field measurements
or from reaped field specimens the latter can telydetermined from a combination of
detailed laboratory experiments and high resoluthwmerical simulations. Through
analysis of vegetation-flow interaction, and intgatar the energy losses generated, the
various components (pressure/viscous drag, frigtioh hydraulic resistance of the
selected vegetation types can be unpacked yielthngccurate and transferab{&,
values. This process is considered a physicallgdasughness closure scheme driven by



physically measurable plant parameters using inpatameters which require no
calibration.



3. FIELD WORK
3.1 Vegetation properties and quantification

This study was conducted in a constructed wetlayslesn operated by the Clayton
County Water Authority (CCWA) in Georgia, USA. Thestlands were selected due to
the ability to treat large volumes of effluent véhihinimizing land area requirements.
The CCWA Shoal Creek system includes the 7,95Uday Shoal Creek Water
Reclamation Facility, a storage reservoir, a purtgii®, and constructed wetlands,
consisting of approximately 1,457,000 rfincluding approximately 607,000 “mof
sprayfields) with a permitted capacity of 4166/day. Owing to the increasing demand
additional wetlands are being added since the 2680 and provide 11,360°%day of
additional capacity, and encompass about 222,6b@etiand acres subdivided into 22
separate cells. The reclaimed water from the weddlas collected and returned to the
Shoal Creek Reservoir, eventually flowing to thé/.J.Smith Reservoir to augment
potable water supply.

The study area for the field work included of twelle of the CCWA constructed
wetlands. These are Cell I-1 (Figure 1(a)) and EelFigure 1(b)) and were selected for
the following reasons. First of all, the geometsyrelatively simple and the flow is
expected to be one-dimensional (so that the flow be reproduced in a straight
laboratory flume). Secondly, the state of the vaget in the two cells is monoculture
consisting of 99% Cattail T{ypha Latifolig. This allows investigation of the flow
resistance of this species exclusively. Thirdlg tlensity of the vegetation is different in
both cells so that the influence of the density tba hydrodynamics and the flow
resistance can be investigated also. Each celisterns two marsh zones and three deep
zones arranged in an alternating fashion. A schemsate view of a longitudinal cross-
section through the cells is shown in Figure 2.

(@) Cell I-1 (b) Cell H

Figure 1. Location of the samples for the quardifin of vegetation



@ (b) (c)

Figure 3. Typical stands dfypha(Cattail) in the CCWA constructed wetlands

The prevailing vegetation of these two cells is Agplatifolia (Cattail). Typha latifolia is
generally acknowledged as an erect, rhizomatousnp&l aquatic growing to 3 m tall,
with creeping rhizomes up to 70 cm long and froBt0. 3 cm in diameter. The fibrous
roots develop from soft, white rhizomes. The linpale or grayish-green leaves are flat,
sheathing, 80 to 120 cm long, and 8 to 20 mm wididi¢h, 2000). The collected Cattall
in March and November is shown in Figure 3(a) aftj,3espectively.

Quantification of the size and density of the vageh was carried out three times in
May, June, and November, 2009, a several locailmsach of the two marsh zones of
Cells I and H. In total, 12 representative locasiam the four marsh zones were selected,
at which a 1 m x 1 m square was marked out. Wittensquare each plant was identified



and several geometric parameters including the eti@nof each individual plant and the
relative distances between the plants were measiirexl example sketch in Figure 4a
(upper part) shows which quantities were measuoeceéch plant. The lower part of
Figure 4b shows the sampled vegetation arrangeimemte of the squares. All results of
12 measurements are attached in Appendix 1.

In the past many empirical techniques were develdpe plant density quantification
(Cottam and Curtis, 1956; Dix, 1961; Elzinga et &aR98; Lyon, 1968; and Mueller-
Dombois and Ellenberg, 1974). In doing so, empliricamulas were developed that
convert average area around a plant individuataditional terms of density that more
easily are employed in a laboratory setting. Hetieiae of those empirical methods were
used to convert the observed plant densities iallaes better predicting the natural,
random growth of plants, and are as follows: Thes€st Individual method, the Point-
Centered Quartet method, and the Nearest Neighbtirad.

1) Closest Individual Method (CIM)

This technique requires a series of virtual andrstged sample points established within
a 1m square area, A. Then the distance, s frormalsgpoint to the closest individual is
measured. The estimate density form CIM is

2 2
) 2

, in which m = density or number of individuals pecified area, save = average distance
measured from point to plant, respectively. In gtigdy, 36 sample points were used.

2) Nearest Neighbor Method (NNM)

For the NNM, the distance from a selected plantitsonearest plant (neighbor) is
measured. Then the average distance to each cg@r'sst plant neighbor is calculated as
follows.

I S 3
(1.67s,.)° 3

, in which a coefficient of 1.67 was used basedpast field studies describing the
random growth and sporadic placement of plantatare.

3) Point-Centered Quarter (PCQ)

This method also requires a series of sample puiittsn the sample area. Quadrants are
established for each point with the associatedt@ithe center. It is equivalent to laying

a “cross” or “plus” shaped guide over each poiie Tistance from the reference point to
the nearest plant in each of the four quadrantseigsured. The density is evaluated using



the averaged distance of each averaged distan¢beofour values from each of a
guadrant.

2 4
(500) @

The distance between vegetation and the diametex amalyzed for the four different
samples for each cell.



Field Measurement Datasheet 1/3

[ Sample No | 1
Date 5-May-09
Member |SuJin Kim, Brandon Harris, Brandon Strellis, Ingrid Duque
Measuring location (check or sketch the location on the picture below)
Cell -1 CellH
- = o
-! L il
o
q
I - S . N I'."’"-)i ‘}.' &'1‘1 a2 = g
‘iﬁﬁh‘m ,m‘ﬁf‘.‘ o FER e e S
Discharge (cfs or cms)
Numbers of cattail in Im x 1m 32
Sketch of 1m x 1m zone with distance between vegetion (1grid =2.5 cm x 2.5 cm)
. .
(0, 100) ~ Flow Direction > (100, 100)
(&
(14,100)
N,6D1.85
@ (91, 90.5)
N,4D0.85 -1
ey oran @
1 (75,89) :
@ ‘ N,6D1.4 Ni4D1.2
(43,85) ©) (99, 79)
(14,82) Ni6D1.75 (57,81) NgD1.9() 80 cm
N,6D2.25 N4D1.0
b @ © (7395) (9%)76)
30,75 (5075) iy .05
©) @ §\1|10D2)5® N7D16 N7DL1 ® NSDLOE o em
(0,71) (20,70) (34, 71)
N,6D2.0 N,5D1.2 N;5D1.2 (79, 68)
N,7D1.7
@ —160cm
(92,57)
N,6D1.0
50 cm
@ (31,42) ~T 40 cm
(19, 40) N;3D0.5
N,8D1.7
(85.5,33.5)
@ N,6D2.3
§\19~83|522) , (13531 @ ~|30cm
i it N,5D1.8 (80, 29) (91,28.5)
(18, 24) N8D2.0 N,8D1.9
N,5D0.75 (75,23.5) —_
® @ N,5D1.9 20 cm
(19,17.5) (55,19)
N,3D0.6 @ N,12D3.3
94,13.5—
(44,5, 12) Nebi7e | 10cm
(17.9) N,5D1.6
N,10D1.5
| | | | | | | |
0 O) I I 1 1 I 1 1 1 (100 0)
©. 10 cm 20 cm 30cm 40 cm 50 cm 60 cm 70 cm 80 cm 90 cm !

Figure 4a. Fieldwork datasheet and the exampleeofdcord




Field Measurement Datasheet 2/3

[ Sample No |
Sample datail
Afmm:D(hfa)era \l / /
b a
hpl
a, height
N D, distance gi};’tgnce h, height — between It:a’r:rct)krllt:tl
sample L thickness bottom to  branch and 9
number  Number ¢ ooy fomleft fromleft o e water- water-
ofleaves ) down (cm) suface  Surface
corner (cm) corner (cm) (cm) (cm)
1 6 1.85 14 100
2 6 2.25 14 82
3 6 2.00 0 71
4 5 1.20 20 70
5 10 2.50 30 75
6 7 1.60 50 75
7 5 1.20 34 71
8 6 1.75 43 85
9 6 1.00 92 57
10 5 1.05 96 76
11 8 1.90 99 79
12 7 1.70 79 68
13 4 1.20 97 88
14 4 0.85 91 90.5
15 7 1.10 735 75
16 4 1.00 57 81
17 9 2.10 66 91
18 6 1.40 75 89
19 5 1.60 445 12
20 10 1.50 17 9
21 3 0.60 19 175
22 5 0.75 18 24
23 5 1.80 135 31
24 8 2.20 9 32
25 8 1.70 19 40
26 3 0.50 31 42
27 8 1.75 94 135
28 8 1.90 91 28.5
29 6 2.30 85.5 33.5

Figure 4b. Fieldwork datasheet and the examplaefécord




The summary of the vegetation quantification daalysis is detailed in Tables 1, 2, and
3. Statistical analysis is performed for each sanfpbble 2 for samples in Cell I-1, and

Table 3 for samples in Cell H), and then it extetad¢he unit of marsh zones, cells and
total (Table 1). In total, the mean diameter of @udtail results in 0.027 m as known in

common. After the average distance between vegatatieach sample is analyzed, it is
used to calculate the number of vegetatiofirif. The average number of individuals in
1m X 1m is 44. From the results of average distdoete/een vegetation and the number
of vegetation which is density of Cattail, the vok fraction of vegetation is also

determined.

For the numerical simulation of the field scaleGhapter 5, the mean values of the

measurement and the three estimations are adoptedadopted values of each cell are
listed in Table 4.

Table 1. Summary of the vegetation quantificatiatachnalysis

Method| [-1st I-2nd Cell | H-1st H-2nd | CellH total

Diameter, D (m) 0.021 0.022 | 0.021 0.037 0.029| 0.033 | 0.0271

Area, A=z(DJ)/4 (nf) | 0.00035| 0.00036| 0.00036| 0.00109| 0.00065| 0.00085| 0.00058

Average | CIM | 0.109 | 0.099| 0.104 | 0.108 | 0.092| 0.100 | 0.1020

gisttance NNM 0.109 0.087 | 0.098 0.090 0.091| 0.091 | 0.0943
etween
vegetation, PCQOM | 0.184 0.157 | 0.171 0.174 0.169| 0.172 | 0.1711

d (m) Mean | 0.134 | 0.114| 0.124 | 0.124| 0.117| 0.121 | 0.122
Count | 37 46 42 43 50 46 44

Numberof | CIM | 21.42 | 27.59| 2450 | 25.31| 30.00| 27.65 | 26.08

V?r?it:go” NNM | 39.96 | 48.98| 44.47 | 50.72| 53.69| 52.20 | 48.34

m (n) PCQM | 59.56 | 61.96| 60.76 | 51.13| 59.91| 55.52 | 58.14
Mean | 39.57 | 46.13| 42.85 | 42.46| 48.40| 4543 | 44.14

Count | 0.0130| 0.0167| 0.0148| 0.0464/ 0.032% 0.0396 | 0.0254
Volume CIM | 0.0074| 0.0100, 0.0087 | 0.0275 0.0199 0.0236| 0.0151
fraction of ™\ 171 0.0139 | 0.0178] 0.0158| 0.0551] 0.034¢ 0.0446 | 0.0279
vegetation
area,p () | PCQM | 0.0207 | 0.0225 0.0216| 0.0556/ 0.038 0.0474 | 0.0336

Mean | 0.0137 | 0.0167| 0.0152| 0.0461] 0.031% 0.0388 | 0.0255




Table 2. Vegetation quantification data analysisadh sample in Cell I-1

Method| 11 12 13 14 I5 16
Diameter, D (m) 0016 | 0017| 0023 0029 0024 0.02
Area, A(D2)/4 () 0.00020| 0.00023| 0.00040| 0.00049| 0.00046| 0.00040
CIM | 0104 | 009 0122 0084 0101 0.1
Average distance | NNM | 0.094 | 0.082| 0.157| 0.102 0.074  0.07
between vegetation, .
d (m) PCOM| 0183 | 0.158| 0203 0138 0168 01
Mean | 0127 | 0.110| 0.161] 0107 0114 0.12
Count | 32 48 37 53 43 37
Number of vegetation_CIM_| 2294 | 30903| 1678| 3523 2455 16
in 17, NNM | 4065 | 53.05| 1450 3439 6474 595
2
m () PCOM | 46.14 | 51.45| 39.98] 6583 9257 68.6
Mean | 3543 | 45.86| 27.06] 47.11 5621 454
Count | 0.0065| 0.0109] 0.0150 0.0260 0.0189 0.01
CIM | 0.0047| 00070 0.0068 00173 0.0114 0.0d
Volume fraction of - ™\ v 17170 0083 | 0.0120 0.0059 001689 00300 0.02
vegetation areayp (-)

PCOM | 0.0094| 0.0117] 00162 00323 00429 0.07
Mean | 0.0072| 0.0104) 00110 00231 0.0261 0.01

O N 0 W

N O O O

66
37
73
81



Table 3. Vegetation quantification data analysisath sample in Cell H

Method| H1 H2 H3 H4 H5 H6
Diameter, D (m) 0.023 | 0.020| 0.022] 0027 0067 0.045
Area, Ast(D)/4 () 0.00042| 0.00031| 0.00037| 0.00038| 0.00350| 0.00156

CIM | 0.095 | 0.083| 0.083 0095 0.14f 0.098

Average distance | NNM | 0.079 | 0.084| 0.072| 0.07 0.120  0.120
between vegetatlon,

d (m) PCQM| 0.164 | 0.145| 0.147 0151 0211 0.211

Mean | 0.112 | 0.104| 0.101| 0105 0.159  0.143

Count | 47 57 60 58 21 35
Number of vegetation| C'M | 27-91 | 3503| 36.40| 27.99 1161  26.13
in 1nf, NNM | 57.71 | 51.24| 69.52| 7323 2494  36.59
2

m () PCQM | 59.15 | 75.92| 71.86| 69.27 22.3f  34.54

Mean | 47.94 | 55.02| 59.44| 57.11 19.98  33.06

Count | 0.0199| 0.0177] 0.0220 0.0218 0.0786 0.0544

CIM | 0.0118| 0.0112] 0.0133 0.0105 0.0407 0.0406

volume fraction of - "\ v 7170 0244 | 0.0159] 0.025%5 0.0276 00874 0.0869
vegetation areayp (-)

PCQM | 0.0250| 0.0236] 0.0263 0.0261 0.0784 0.0537

Mean | 0.0203| 0.0171] 0.0218 0.0215 0.0700 0.0514

Figures 5, 6, and 7 present the results from thia daalysis using the three different
methods for each sample, marsh zone, and cellhdnfigures upper cases show the
analysis of vegetation in Cell I-1 and lower cagessent one in Cell H. Figure 5 shows
the analysis of distance between vegetation. Thieramty of the vegetation is apparent
and similar results were obtained from each of iethods, with the PCQ method
tending to give the highest values. From the avedigtance by three different methods,
the densities of vegetation in each sample, maosie,zand cell were calculated. Both
number of vegetation per 1°rand volume fraction of vegetation indicate theatation
densities. Figure 5 shows the results of numbevegfetation per 1 fand Figure 6
shows the ones of volume fraction of the vegetatnea when using the averaged
diameter of plants. The difference between those idexes for indicating vegetation
densities is whether the average diameter of vagetes considered in the calculation or
not. The vegetation density is slightly higher irellCH from volume fraction of
vegetation.

The volume fraction of vegetation is defined asofob

aD*
4

®)

g=m
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Figure 5. Data analysis for distance between végataf CCWA Cell I-1 (top) and Cell H
(bottom)
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3.2 Water depth measurements

Several water surface profiles and water depth areasents were conducted using pre-
installed stakes in deep zones. Figure 8 showsvtter surface profiles taken on May
29, 2009 for Cells I and H and the locations of soeement is described as well. All

datasheets are presented in Appendix 2. Water depdsurements were carried out with
help of pre-installed stakes shown in Figure 9uFeglO shows the weirs in Cells | and
H, respectively.

Field Measurement Datasheet

[ No. 1
Date 29-May-09
Member |SuJin Kim, Brandon Harris
Cell -1 CellH
o -

'@ oo .

| P

‘ee 000 oo €0 go0 0%,

. - __/"-: % o ‘Lg

. e = - 2 e . A
el O Y T PR T o s AR el
time 10:00 ~11:00 am time 11:00 ~12:00 pm
Survey Point reference Water depth [Survey Point reference Water depth
ID elevation Water Level (m) ID elevation Water Level (m)
Sfe 113 278.26
1 277.17 276.86 1.32|H-1 255.53 255.22 1.94
-2 277.16 276.86 1.32|H-2 255.52 255.22 1.93
-3 277.17 276.86 1.32|H-3 255.52 255.22 1.94
-4 277.16 276.86 1.32|H-4 255.54 255.23 1.94
5 277.15 276.86 1.32|H-5 255.52 255.22 1.93
I-6 277.15 276.85 1.31|H-6 255,51 255.22 1.93
-7 277.16 276.85 1.31|H-7 255,51 255.22 1.93
-8 277.08 276.80 1.26|H-8 255.45 255.15 1.86
-9 277.09 276.81 1.27|H-9 255.44 255.15 1.86
10 277.08 276.80 1.26|H-10 255.44 255.15 1.86
F11 277.08 276.80 1.26|H-11 255.44 255.15 1.86
Pell 278.60 276.71|crest Pehl 256.64 255.09]crest
H= 0.09 H= 0.05
P= 1.170432 P= 1.801368

bottom elev, 275.54|m bottom elev 253.29|m

Figure 8. Location of measurement position in the tells and example of the datasheet of the

water depth measurements




Figure 9. Measurement point

Figure 10. Weir

Water surface profiles in Cell | and Cell H araislirated in Figure 11 and 12, respectively. The
plotted water levels are from measurement dateg,28aJune 12, June 26, and November 6, and
the numbers in round brackets show the inflow ahedate. The inflow data was provided by
CCWA. As confirmed in the figures, the water suefgrofiles in Cell | are proportional to the
daily inflow data. However, the water surfaces iellG1 do not exhibit consistency with the
inflow data. For instance the water surface prdfile Q=0.0354 is the maximum discharge but
does not show the highest waterlevels. Thereftwe résults affect the flow resistance analysis
and numerical simulation.

The water surface profiles of each marsh zone wad for the head loss calculations. Zero slope
was observed for the deep zones, which could beotexg due to the very low velocities and the
relatively smooth bed. Though the vegetation dgmkiesn’t vary much between first and second
marsh zone, the water surface slopes in each ofmtitreh zone differs quite dramatically (i.e.
Siupper= 0.008 % and K.~ 0.034 % for Cell I; and 5= 0.006 % and e~ 0.047 % for Cell

H). This is rather surprising given the fact tHe tharsh zones are relatively long for Cell H (i.e.
Lupper = 137 M, Lower= 129 m). The flow resistance analysis below wilhypde evidence that



flow non-uniformity seems to be the dominating adbr the steep slopes, observed in particular
in the second, downstream marsh zones.
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Figure 11. Water surface profile of Cell | with twh elevation (top) and zoomed in profiles
(bottom)



Water Level in Cell H
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Figure 12. Water surface profile of Cell H with taoh elevation (top) and zoomed in profiles
(bottom)



3.3 Hydraulic resistance and head loss

To calculate head loss and the drag forces on #rehzone, the record of the influent of
both cells given by CCWA is used from May 1 to Dmber 3 in 2009. The average and
maximum influent flows of Cell | during the periogre 0.0463 and 0.0677 °fs,
respectively, and 0.0222 and 0.0354sfor Cell H. Both first and second marsh zones
are considered for the analysis. The flow of firgrsh zone in the both cells is affected
by influent flow, and the flow of second marsh zdeeaffected by the downstream
control of weir. The length of the first marsh zphds 93.3 and 136.6 m, and the length
of the second marsh zone, 151.8 and 128.9 m fds Cand H, respectively. The bed
levels of Cells | and H are 275.54 and 253.29 nthat order. The bottom levels of each
marsh zone are 0.91 and 1.524 m higher than theldesls of Cells | and H,
respectively. For the analysis, the diameter ofetagpn, D and the solid volume
fraction, ¢ are used of averaged values for each marsh zeggeatively, as shown in
Table 4. The approaches for quantification of hyticaresistance are three.

1) Friction factor, f

From extended Bernoulli equation (energy equatibead loss due to second marsh zone

is calculated as follows (Figure 13)
2 2

zi+yi+ui%=zz+yz+uz%+hr_ (6)
, in whichz = bed level from datuny, = water depthy = velocity,g= gravity,h_ = head
loss, anda is a kinetic energy flux correction coefficientdamvas assumed as 1.
Subscripts 1 and 2 denotes the across sectioneapstand downstream, respectively.
For laminar flow the head loss can be expresseddrgy-Weisbach friction factor, f as
shown below

L v?

=f—— 7

, in whichL = channel lengtiR = hydraulic radius, respectively.

Hence, the friction factor can be calculated fromm lhead loss as follows

(8)

2) Manning’'s n
From the water surface profile, the energy gradigntan be calculated and Manning’s
roughness coefficient can also be evaluated by it

S, =—3—§[{1—F]3)+5[, )



=
|
Ca e

(10)

Figure 13. Definition sketch for Bernoulli equation

3) Drag force approach

As suggested by Wilson and Shaw (1977), a drageckfarce term can be included into
the Navier Stokes equations in order to accountHerflow resistance of vegetation. A
sub-grid drag force per fluid mass unit in a fini@ume cell | is calculated with the
definition of plant density as in Figure 14 beldwilson et al., 2004)

u2
s F,=p—CyA
2
with:
cD = drag coefficient
4z A = vegetative coefficient, defined as:

|
|
}
I
|
I

_ projectedareaof plant _ D4z
dy total volume a,a, A&z

dx

Figure 14. Definition of drag force in a FV cell



Finally, the drag coefficientpas evaluated by comparing total shear stregexerted on
the flow region with total forces exerted on thgetion, I,

FE[ = FD (11)
1
pghs, = 3 PoAp u’m (12)
_ ghs,
77 (13)
A ul
E ]_-,l.'l m

in which m is the number of individual vegetaticer pf, indicated in Table 4.

The result of the analysis for the hydraulic resise is summarized in Table 5, and the
relations of the results from each analysis arerilesd in Figure 15.

From Table 5 and Figure 15, respectively it is appathat the obtained values for
hydraulic resistance parameters are unphysicalijn,hregardless of the method. For
instance flows around single or multiple cylindésse Figures 16 and 17) exhibit drag
coefficients that are dependent on both Re numbervagetation density. As Figure 17
indicates a uniform flow at low Re through very gervegetation (e.g. phi=0.27) may
exhibit largely increased drag coefficients, howel@ the conditions studied here
maximum values of ;=20 might be typical. Computed values of ¢ basedhenfield
measurements deviate by factor 40 — 600 (!!).

Obviously, all methods employed herein were devedofor uniform flow conditions,
which is not the case in neither of the marsh zameder consideration. Even though
geometric as well as vegetation conditions in the mmarsh zones are almost identical
the headloss exhibits significant differences betwkrst and second marsh zones which
leads to enormous differences in the roughnesdicieets. This reflects the rather large
contribution of flow uniformity to the flow resistae parameters.

Table 4. Summary of the geometric properties décel

Channel Marsh D Volume fraction m Length Bave Meota=
zone | (m) 0 (#/n) (m) (m) m*LB
Cell | 1st 0.021 0.0137 39.57 93.3 97.84 361286
CellH 0.037 0.0461 42.46 136.6 99.9¢ 579584
Cell | 0.022 0.0167 46.13 151.8 91.44 640422
CellH 2nd 0.029 0.0315 48.40 128.9 96.01 599130




Table 5. Summary of the hydraulic resistance arsalys

LI I\Qirnsg Ir(]::ug/i;]t ((rjﬁ) (?rzu) (?%/) (lrjr?;) Re | S (rr]er) n L

5/29 0.0463| 0.408 0.402| -0.003| 0.0012| 25 | 0.00003 0.003| 253 | 682 | 512
6/12 | cel | 0.0437| 0.396 0.390| -0.006| 0.0011] 24 | 0.00006 0.006| 3.63 | 1416] 1090
6/26 | (1st) | 0.0421| 0.39d 0.390| 0.000| 0.0011 23 | 0.0000d 0.000| 0.00 | o© 0

11/6 0.0676 | 0.417 0.403|-0.014] 0.0017| 35 | 0.00018 0.014] 3.97 | 1672| 1236
5/29 0.0219| 0.411 0.409] -0.003| 0.0005| 20 | 0.00002 0.008| 4.71 | 2348| 914
6/12| Cell [ 0.0354| 0.423 0.412] -0.011] 0.0008| 32 | 0.00008 0.011| 6.00 | 3789| 1448
6/26 (1Hst) 0.0329 | 0.42d 0.415| -0.006| 0.0008| 29 | 0.00004 0.006| 4.58 | 2205| 843
11/6 0.0218| 0.402 0.387| -0.014 0.0006| 21 | 0.00011] 0.014| 9.92 | 10560 4269
5/29 0.0463| 0.39d 0.355| -0.044 0.0013| 29 | 0.00029 0.044| 6.53 | 4652| 3138
6/12 | cel| | 0.0437| 0.392 0.331] -0.061| 0.0013 28 | 0.00040 0.061| 7.66 | 6475| 4549
6/26 | (2nd) | 0.0421| 0.389 0.328| -0.061| 0.0013| 28 | 0.00040 0.061| 7.83 | 6795| 4814
11/6 0.0676 | 0.399 0.358| -0.041| 0.0020| 42 | 0.00027 0.041| 4.35 | 2062| 1385
5/29 0.0219| 0.408 0.336] -0.069| 0.0006| 18 | 0.00054 0.069| 19.32| 40910| 19978
6112 | Cell | 0.0354] 0409 0.336] -0.069 0.0010| 29 [ 0.00054 0.069 11.94] 15627 7631
6/26 | (2nq) | 0.0329| 0.409 0.351] -0.058] 0.0000| 26 | 0.00045 0.058| 12.29] 16425 7830
11/6 0.0218 | 0.384 0.338| -0.044| 0.0006| 18 | 0.00034 0.044| 14.78| 24170| 12153
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4. LABORATORY EXPERIMENTS
4.1 Design of experimental setup

The experiments were carried out in a 8m long, lidewllume in the hydraulic
laboratory at the Georgia Institute of Technologyider to recreate the flow conditions
in the wetland cells, at the measured vegetatiositdes. The experiment was designed
as a Re model based on the average diameter gégfation from analysis (Table 1) at
a 1:2.7 scale. Two different vegetation densitierevmodeled using thin, wooden
dowels. The dowels were arranged in staggered amdythe distance,was determined
based on the ratio to the cylinder diametBrss = 8. and 4.2®. The diameter of the
vegetation for the model was given as 0.01 m. Mezame diameter of the cattail stems
in the field was found to be 0.027 m. Table 6 gitressphysical model data including the
length and width of the flume. Two cases of thetasise between vegetation are
subscribed as M1 and M2 in Table 6.

Figure 18 shows the setup in the flume and givesngnession of the vegetation density
(here the 8.5D case) of the experiments. The doemlsred a length of 4.88 m of the
flume. A third experiment was carried out duringieththe dowels in a section of the
flume were cleared out for 0.6 m in order to miithie alternating marsh zone / deep zone
scenario in the wetlands.

Table 6. Experimental model scales

Properties Symbols and values
Diameter of stem D=0.01m
. Sv1 = 8.5D
Distance between stems Sz = 4.25D
Channel width W=1m
Channel length covered by stems L=4.88m
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Figure 18. Vegetated channel of the experimentlaadylinders




4.2 Water surface profile and analysis

Water surface elevations were taken at 33cm intealang the length of the flume using
a point gage. Figure 20 presents the water sugaafles for 8.5D case and Figure 21
exemplary shows the water surface profiles for whfferent cases. The vegetation
density in both experiments was the one of the [@.2&ases, but the vegetation
distribution was different; one was fully vegetatetidd another had no vegetation in a
0.6m section. In the figure, the result of thedattase is denoted with w.e.z. (abbreviates
with empty zone).

The original case which was 4.25D and fully vegstatlume showed monotonically
decreasing depth due to the vegetation while tipermxents with the emptied portion of
the flume showed backwater between vegetated z@dwea result, the water surface
profile exhibits lower values for the slope in upsim marsh zone and higher values of
the water surface slope in the second marsh zoren though in the experiments it is
not as pronounced as in the field the same tremideawater surface profile of the CCWA
wet land cells can be observed. There are thremmnsavhy the flume experiments only
show a trend but could not entirely reproduce ttodiles observed in the field.

1) The flume in the GT hydraulic lab has a slope 620 while the wetland cells of
the CCWA have no bed slope. Hence, the effect of-umdformity is less
pronounced in the flume.

2) The empty zone in the flume is not deep in contraghe wetland cells of the
CCWA. This deep zone magnifies the effect of norfeumity which could not
be reproduced in the laboratory.
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4.3 Resistance analysis and discussions

The analysis of hydraulic resistance of the expenital cases is carried out with the three
methods that were used for the field measuremetat dde summary of experimental
conditions and the results of the analysis areilddtan Tables 7, 8, and 9 for 8.5D,
4.25D, and 4.25D (w.e.z), respectively.

The flow resistance of the laboratory experimeras wuantified by calculating the slope
of the energy gradient line. The results of théesenf the experiment of three cases were
plotted together in Figures 22 to 24. As expectesl 4.25D cases showed a greater
energy slope as the 8.5D cases, which unambiguanslynot surprisingly confirms that
the higher density of vegetation results in highew resistance. Figure 22 presents the
slope of the energy gradient line (EGL) as a furctof cylinder Reynolds number.
While the 8.5 D vegetation density shows a relffiveeak influence of the Renumber

on the headloss, the EGL of the 4.25D increasesreially with Re,

For the cases with the empty zone, the slope oktttegy gradient line was calculated
for each section separately and also for the elairgth. Interestingly, the cases with the
empty zone resulted in a lower energy slope forttiial energy slope, but the energy
slope in the second marsh zone was greater thaongender uniform conditions. This

is in agreement with what has been observed franfighd measurements, and provides
evidence of strong non-uniformity of the flow beioigated by the deep zones.

For the experimental conditions, drag coefficiemtse calculated and are plotted versus
the slope of energy gradient line and cylinder R&y® number in Figures 23 and 24,

respectively. At the same slope of energy gradieet 8.5D and 4.25D cases exhibit

different drag coefficients. The drag coefficiefusthe 8.5D and 4.25D were in range of
1.22 to 1.44 and 1.83 to 2.37, respectively. Thevalues are compared to drag

coefficient of the experimental study of Tanino axdpf (2008) and the Large-Eddy

Simulations of Kim and Stoesser (2009) in Figure 25

Figures 22 to 25 confirm that the drag coefficieleippendent on both the vegetation
density and the cylinder Re number, in particutdoawer Re numbers.



Table 7. Summary of the experiments and the arsabfs8.5D cases

R R e e S P R L A
0.0027 0.102 0.096| 0.028, 284/ 0.00L 0.006 10.3 024 11
0.0056 0.102 0.05% 548 0.002 O0.009 4.2 015 4
0.0076| 0.146| 0.152 0.050 502 0.002 0.007 5.4 D.1823 4
0.0059 0.053| 0.113 1126 0.004 0.017 10 O0OJo7 199
0.0114 0.072 0.159 1594 0.005 0.026 1.0 Q.07 1.
0.0168 0.088 0.193 1934 0.008 0.0837 1.2 Q.08 1.
0.0027 0.051 0.043 0.064 639 0.001 O00D6 10 006 2.

8.5D 0.0042 0.048 0.089 889 0.002 0.011 1.0 0.07 2.
0.0227 0.099] 0.231 2309 0.009 o005 11 Q.08 1.
0.0027 0.115| 0.024| 235/ 0.00L 0.004 10.8 025 10.
0.0042 0.122 0.120] 0.036 35§ 0.001 O0.006 7.8 0.21 7\.
0.0057 0.146 0.145| 0.040; 395/ 0.00L 0.006 71 OJ21 5.
0.0113 0.159] 0.072 72( 0.002 0009 32 014 2
0.0227| 0.122| 0.164 0.140 1398 0.004 0.0212 P12 D. 11255

69



Table 8. Summary of the experiments and the arsabfsi.25D cases

case| d | (3o | o o Rl S @ | T

1 0.0027 0.048| 0.056{ 562 0.006 0.028 642 017 320

2 0.0057 0.068 0.085 846 0.010 0.047 6.2 0.18 2.37
3 0.0085 0.0820 0.10% 1050 0.013 0.063 65 Q.18 2.08
4 0.0113 0.096 0.120 1195 0.016 0.0/7 6.9 Q.20 1.95
5 0.0142 0.051 0.113 0.127 1266 0.019 0.0900 8.3 Q.22 2.05
6 0.0170 0.125 0.138 1378 0.020 0.006 8.1 Q.22 1.83
7 0.0184 0.132 0.141 1412 0.022 0.109 91 Q.23 1.99
8 0.0198 0.138 0.14% 1454 0.024 0.119 9.7 Q.24 2.04
9 0.0212 0.145 0.148 1476 0.025 0.123 1pD.2 0.25 2.05
10 0.0227 0.1520 0.150 1502 0.027 0.133 11.1 0.26 2.14
11 4.25D 0.0027 0.096| 0.028 283| 0.002 0.008 13.3 0Jj27 373

12 0.0057 0.108 0.053 53(q 0.005 0.0p5 1.6 Q.27 3B8.20
13 0.0085 0.119 0.072 719 0.007 0.082 96 024 2.25
14 0.0113 0.131] 0.087 87% 0.009 0.045 98 024 2.14
15 0.0142 0.141] 0.102 1016 0.011 0.055 4 024 1.93
16 0.0170 0.101 0.1520 0.113 1130 0.014 0.069 1pP.2 0.25 1.98
17 0.0184 0.158 0.118 1177 0.014 0.0/0 98 Q.25 1.84
18 0.0198 0.164 0.122 1222 0.016 0.07/7 1pD.2 0.25 1.87
19 0.0212 0.169 0.127 1268 0.017 0.083 1p.5 0.26 1.87
20 0.0227 0.175 0.130 1305 0.018 0.086 1p.5 0.26 1.83




Table 9. Summary of the experiments and the arsabfst.25D with empty zone cases

Case| 3| () | " | (o) |y [ RO [ S [ my | ||

21 0.0057 0.066| 0.086/ 860 0.008 0.040 52 0416 227
22 0.0085 0051 0.082 0.104 1042 0.012 0.057 6.0 Q.18 2.19
23 0.0113 0.129| 0.089 885 0.009 0.045 94 0p4 237
24 | 425p | 0.0142| 0.101 | 0.140 0.102 1021 0.011 0.051 87 Q.23 2.05
25 evxit&y 0.0170 0.151 0.114 1138 0.013 0.062 89 Q.23 1.99
26 | Jone | 0.0170 0.197| 0.087] 870, 0.000 0.043 129 029 235
27 | (total) | 0.0184 0.201 0.093 925 0.010 0.051 1B3.7 Q.30 2.48
28 0.0198| 0.146 | 0.206 0.097 972 0.011 0.063 1B.2 (.30 2.34
29 0.0212 0.210 0.102 1021 0.012 0.057 1P.9 Q.29 2.25
30 0.0227 0.215 0.106 1064 0.013 0.061 18.0 Q.30 2.24
21 0.0057 0.067| 0.086/ 856/ 0.008 0.017 5/1 046 1/95
22 0.0085 0051 0.087 0.099 990 0.010 0.0p0 59 0.18 1.80
23 0.0113 0.131| 0.087] 874/ 0.000 0.018 9/5 0p4 208
24 | 425D | 0.0142| 0.101 | 0.143 0.100 997 0.011 0.0p2 94 024 1.91
25 evxitgty 0.0170 0.157] 0.109 1091 0.012 0.025 9.7 Q.25 1.83
26 | yone | 0.0170 0.198| 0.086 864/ 0.01p 0.021 149 031 237
27 | (1st) | 0.0184 0.203 0.092 916 0.012 0.0p4 158 (.32 2.48
28 0.0198| 0.146 | 0.209 0.096 956 0.012 0.0p5 152 (.32 2.34
29 0.0212 0.214 0.100 1008 0.012 0.025 144 Q.31 2.18
30 0.0227 0.221 0.104 1037 0.012 0.025 184 (.30 1.98
21 0.0057 0.051 0.067| 0.086/ 859 0.011 0.024 6/7 0418 2|59
22 0.0085 0.078 0.110 1100 0.017 0.088 7 d.20 251
23 0.0113 0.128| 0.089] 894/ 0.013 0.028 126 027 279
24 | 405p | 0.0142| 0.101 | 0.137 0.105 1045 0.015 0.083 115 0.26 2.41
25 evxitgty 0.0170 0.145 0.118 1184 0.017 0.088 1p.9 Q.26 2.19
26 | yone | 0.0170 0.196| 0.088 876/ 0.011 0.025 16.3 0/33 262
27 | (2nd) | 0.0184 0.199 0.093 934 0.015 0.082 187 Q.35 2.98
28 0.0198| 0.146 | 0.203 0.099 988 0.015 0.082 169 (.34 2.66
29 0.0212 0.206 0.104 1039 0.015 0.083 16.0 Q.33 2.47
30 0.0227 0.210 0.109 1091 0.018 0.089 17.1 (.34 2.63
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5. NUMERICAL SIMULATIONS

5.1 Reynolds averaged Navier-Stokes model with a standard k-¢
turbulence model

The program SSIIM (Sediment Simulation In IntakeghwMultiblock option) is
employed to perform the numerical simulations fothblaboratory experiments and field
works. This program solves the RANS equations whth finite-volume approach on a
structured non-orthogonal grid. The SIMPLE methodpies the pressure to the velocity
field and the standard-¢ turbulence closure approximates the Reynolds &iges
appearing in the RANS formulation of the Navier K&® equations. A second-order
upwind scheme is employed to model the convectareng in the Navier-Stokes
equations, whereas diffusive terms are approximaidda central differencing scheme.
Details of the model are available in Olsen (200%)e vegetation is included as a sink
term in the momentum equations according to redatigp presented in Figure 14.

5.2 Simulation of the laboratory experiments

Selected comparison of the numerical results wekewdepth profiles is shown in Figure
26 and Figure 27 for 8.5D and 4.25D (fully vegadatase and partially vegetated case
which has empty zone are plotted together), resmdygt It is apparent that for several of
the simulated cases the match between observaimhsimulations is good while for
others there are obvious discrepancies. In paaticihie simulations for which uniform
flow conditions prevail the match is favourable r{maularly obvious in the two 8.5D
cases), while for the non-uniform flows the compluteater levels deviate from the
measured, especially in the upstream regions. hisd again reflects that the non-
uniformity plays a role and that this has to beoacted for in the model.
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Figure 26. Comparison of water surface profilexperiments and numerical results (8.5D, top-
case 9 and bottom-case 12)



Water Depth Profile (Q=0.0057 m3/s, h,,;, =0.051 m)
0.20

| —=-experiments (fully) -==-numerical (fully)

| —A—experiments (with empty zone) — -numerical (with empty zone)

0.15 +

Non-vegetated

r zone
000 4A————————
0.0 1.0 2.0 3.0 4.0 5.0
Distance from upstream (Flow =) (m)
H - 3 —
Water Depth Profile (Q=0.0085 m3/s, h,;, =0.051 m)
0.20
Non-vegetated
zone
0.15 —+
£ T I
< o010 4 T ~
s g% ~~~~~ T~
@ pamy pamy yamy my —_— ——
S L
0.05
I —=—experiments (fully) -==-numerical (fully)
I —A—experiments (with empty zone) — -numerical (with empty zone)
000 4A————————
0.0 1.0 2.0 3.0 4.0 5.0

Distance from upstream (Flow =) (m)

Figure 27a. Comparison of water surface profilexgderiments and numerical results (4.25D &
4.25D with empty zone, top-case 2 vs. 21 and bottase 3 vs. 22)
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Figure 27b. Comparison of water surface profilexjjeriments and numerical results (4.25D &
4.25D with empty zone, top-case 14 vs. 23 and bottase 15 vs. 24)
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5.3 Simulation of the flow in Cells I-1 and H

Numerical simulation of the CCWA wetland cells isrformed by using SSIIM as well.
For the numerical simulation of the field scalee ttound geometrical values of the
vegetation parameters for each cell is listed ibl@& are used as input parameters for
the flow resistance calculations. The geometryhef wetland cells is idealized to be of
rectangular planview as flows are expected to belinectional. The length of the
numerical domain is according to the length of eatlthe two cells and the average
width of 95 m and 98 m for Cells | and H, are uasdlomain width. Figure 28 shows the
computational mesh used in numerical simulationGefl | (top) and Cell H (bottom).
Like the schematic side view of constructed cdiisvgs in Figure 2, the inflow is set up
at the bottom of the®1ldeep zone, and the outflow is set up at the looati the weir.
Figures 29 and 30 show calculated velocities insQeand H, respectively. Streamlines
are also depicted indicating the direction of tloavfin the figures.

The water surface profiles are calculated frompitessure gradient using the relationship
for hydrostatic pressure. The values for the d@gjfcient ¢, as provided in Table 5 are
adopted. Calculated water level of each case ispaoead with measured water surface
profile and the results are plotted in Figures B8d 82. Clearly calculated and measured
waterlevels exhibit a pretty good match, confirmihg ability of the numerical model to
predict water surface profiles in constructed wetka However, the waterlevels were
obtained by a calibrated roughness coefficient twhicas previously obtained from
measurements. This is undesirable because it naagithe methods ability to be used as
a design tool. This of course is true for all floesistance methods because neither
provided parameters that were within physical beund
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Figure 28. Mesh and grid of numerical models ofl Gél(top) and Cell H (bottom)
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Figure 29a. Distribution of longitudinal velocitp@ streamline in Cell I-1 (top-5/29/09, bottom-
6/12/09)
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Figure 29b. Distribution of longitudinal velocityd streamlines in Cell I-1 (top-6/26/09, bottom-
11/6/09)
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Figure 30. Distribution of longitudinal velocity @ell H (6/12/09)
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Figure 31a. Comparison of numerical result withewaurface profile in constructed wetland
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6. CONCLUSIONS AND RECOMMENDATIONS

A combination of field work and laboratory experim®was carried out to quantify flow
resistance for Cattail, the most common vegetatiorconstructed wetlands. Typical
densities and geometric properties of Cattail iro tef the Clayton County Water
Authoritie’s wetland cells were determined throudgdd work. Laboratory experiments
were designed based on the determined quantities.

Measured water surface profiles in the field yieldéfferent energy gradient lines in
upstream and downstream marsh zones in each afdhands cells investigated even
though vegetation density doesn’t vary much betwi#shand second marsh zone. The
analysis of the measured water surface profilegeims of flow resistance parameters
yielded values that are far out of physically r&t&di bounds. The analysis of drag
coefficients, generally accepted to be superion tlanning’s n provided values that are
up to 600 times higher than what would be expe&beduniform flow. This is to be
attributed to the effect of flow non-uniformity, ibg a result of zero bed slope in the cells
and the addition of deep zones between upstreard@mdstream marsh zones.

The data from the laboratory experiment indicateat the vegetation density affects the
flow resistance, especially under non-uniform ctods. Estimates of the drag
coefficient of each flow condition in the laboratare in line with previous findings and
confirm the dependency of the drag on both deraitgt cylinder Reynolds number.
However, the effect of non-uniformity could not dgequately reproduced in the lab due
to the setup of the laboratory conditions.

The numerical simulations of the laboratory usingalibrated drag coefficients is rather
satisfactory, however differences between obsemsatiand calculations were found.
Particularly so when the conditions in the flumevideed from non-uniformity so that

theoretically valid drag coefficients did not lei@acthe “correct” result.

The simulations of the CCWA wetland cells is botic@uraging and discouraging.
Encouraging because calculated and measured watace profiles matched very well.
However, these could only be obtained when cakldorgfrom measurements) roughness
parameters were adopted.

The laboratory and numerical simulations showed fl@v non-uniformity is the
dominating influence on the flow resistance in aetls that are constructed in a similar
way than the ones of the Clayton County Water AtthoThe effect of zero bedslope
and strong variation in water depth between deep raarsh zone on flow resistance
parameters requires further investigation. Theeeforther laboratory experiments that
model not only the vegetation parameters accordinghe field but also the flow
nonuniformity are recommended.
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APPENDIX 1 — VEGETATION QUANTIFICATION SAMPLING DARA
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Field Measurement Datasheet 1/3

|Sample No.| H-2
Date 5-May-09
Member  [SuJin Kim, Brandon Harris, Brandon Strellis, Ingrid Duque
Measuring location (check or sketch the location on the picture below)
Cell 1 CellH
- = -
! w4
®
ﬂ
I 8 ’f.l & Eq“{ A : g
k”i"‘ﬁ ‘W 5 "N“ i 1 My 3 B T
Discharge (inflow) (cfs or cms)
Numbers of cattail in 1m x 1m 57
Sketch of 1m x 1m zone with distance between vegetion (1grid = 2.5 cm x 2.5 cm)
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[Sample No|

H-3

Date

14-May-09

Member

Su Jin Kim, Brandon Harris, Brandon Strellis, Ben loppolo, Emma

Measuring location

(check or sketch the location on the picture below)
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100
(o} (o}
3 37 36
@12,88)] 120,98 29, 98)
N7DR:5 NOD N10D3:7
90 ) > e
O s (313529) (783, 90) (81.159.5
1\51325)5 NoD2 NODL7 | NoDL.4
80 1 O x o (®
$C (204 80 22 i 67 381) 18
.8 NOD2.75 (60, 80 NOD1.1 o (81.5,76)
NO}1.5 (3132( 9) ; 37 ) NOD1. ’ N7D13
70 e 27 29 NOD1.5 N10D4 o
h 2,79 (185,
o NOD L5 m:g9 o 19 15 D
79.5, 10)
8 30 39 o N7D2.8 oggbéfis) 14
(ofe7 22, 68) 6, 62) 2L C (98, 67
NyoD 11D2 quDS (62,65 20 N11D35
60 1 1 6B (7263 6
23, 58 NODL.65 (85,62
NOD3! NOD1.
59
60
(22,30) 245, 50
50 1 N4 1O (NCDl. 75) 13
Q (62,48)Q r
o1 48) NeD1.35 1 ¢ o)
58 |NsD2i7s 2 | G 1 < o)
14,139) i 9.5, 411) 14bs.
(65, 46 (85, 46)
40 J0DL.5 " 0922 Nuip2le Ny iy )
1 (e ' )
55 5 O
sl | Qursep) (31, 39.5, 9 ] (1ooJ39.5)
(10,3p) | |N7DL N7D$-25 76,88) | (81.5,85.5) N3p1.3
NOD1}5 1002.4 0DL.4
30 - (@]
(?OS,A 8) C
1N5D ! ° (721 26) (4)
10,122 54 1 .
20 1 N5p2.5 CFo 24, 24) @5 19) N6DL.4 (89, 24)
(12, 20) 7D1.5 I\EDE 9D2.9
8D
Oug
e (362‘: 10,
10 A 24 N5D2 O TS pl
8,

47 45? 44 g o J ) h(‘9 ,D1’ )7
o (#6.50) (34,45) (4,0 (65.3.5) 47 1 1
NsD2.2 9D2 6D2.75 N7D 6D1.2 NGD18ED

46 1 HE e H

0 -%——C oo T C T r } ‘ '

0 (50 10"t 20 30 40 50 60 70 80 90 100

N4D1.5




Field Measurement Datasheet 1/3

[Sample No|

H-4

Date 14-May-09

Member

Su Jin Kim, Brandon Harris, Brandon Strellis, Ben loppolo, Emma

Measuring location

(check or sketch the location on the picture below)
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[Sample No| H-5
Date 6-Nov-09
Member  [Su Jin Kim, Brandon Harris, Brandon Strellis, Ingrid Dugue
Measuring location (check or sketch the location on the picture below)
Cell -1 CellH
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Numbers of cattail in 1m x 1m 21
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[Sample No| H-6
Date 6-Nov-09
Member  [Su Jin Kim, Brandon Harris, Brandon Strellis, Ingrid Dugue
Measuring location (check or sketch the location on the picture below)
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APPENDIX 2 - WATER LEVEL MEASUREMENT DATA

Field Measurement Datasheet

[ No. 1
Date 29-May-09
Member  [Su Jin Kim, Brandon Harris
Celll-1 CellH
! s - wa, 7 -
. L X ] o o
o e o000 Y R ® '0 00 vl
2 | & g
‘hﬁﬁnﬂ. md‘.‘h K P e r:.-.._.qu:g
time 10:00 ~11:00 am time 11:00 ~12:00 pm
Surwey Point reference Water depth [Survey Point reference Water depth
ID elevation Water Lewel (m) ID elevation Water Lewel (m)
Sfe 113 278.26
1 277.17 276.86 1.32|H-1 255.53 255.22 1.94
-2 277.16 276.86 1.32|H-2 255.52 255.22 1.93
-3 277.17 276.86 1.32|H-3 255.52 255.22 1.94
-4 277.16 276.86 1.32(H-4 255.54 255.23 1.94
5 277.15 276.86 1.32|H-5 255.52 255.22 1.93
I-6 277.15 276.85 1.31|H-6 255,51 255.22 1.93
-7 277.16 276.85 1.31|H-7 255.51 255.22 1.93
I-8 277.08 276.80 1.26|H-8 255.45 255.15 1.86
-9 277.09 276.81 1.27|H-9 255.44 255.15 1.86
IF10 277.08 276.80 1.26|H-10 255.44 255.15 1.86
F11 277.08 276.80 1.26|H-11 255.44 255.15 1.86
Pell 278.60 276.71]|crest Pehl 256.64 255.09 | crest
= 0.09 = 0.05
= 1.170432 = 1.801368
bottom eleyv| 275.54|m bottom eley 253.29|m




Field Measurement Datasheet

[ No. 2

Date 12-Jun-09
Member |SuJinKim, Ben loppolo
Celll-1 CellH

g . -

s

) o ® "

‘o0 000 Y% o .0 (Y X v .

I . b __-r-.""'"f-,:». &‘ as . ' ‘ g

WA LR D e 2 MR 0 L o DA e ila
time 11:30 ~ 12:00 pm time 12:00 ~12:30 pm
Survey Point reference Water depth [Survey Point reference Water depth
ID elevation Water Level (m) ID elevation Water Lewel (m)
Sfe_113 278.26
-1 277.17 276.85 1.31|H-1 255.53 255.24 1.95
-2 277.16 276.85 1.31|H-2 255.52 255.24 1.95
-3 277.17 276.85 1.31|H-3 255.52 255.24 1.95
I-4 277.16 276.85 1.31|H-4 255.54 255.24 1.95
I-5 277.15 276.84 1.30|H-5 255.52 255.22 1.94
-6 277.15 276.84 1.30|H-6 255.51 255.22 1.93
l-7 277.16 276.85 1.31|H-7 255.51 255.22 1.93
I-8 277.08 276.77 1.23|H-8 255.45 255.15 1.86
-9 277.09 276.78 1.24|H-9 255.44 255.15 1.86
l-10 277.08 276.77 1.23|H-10 255.44 255.15 1.86
11 277.08 276.78 1.24|H-11 255.44 255.14 1.85
Pell 278.60 276.71 | crest Pehl 256.64 255.09 | crest
H= 0.07 H= 0.05
P= 1.170432 P= 1.801368

bottom elev] 275.5392|m bottom elev] 253.2888|m




Field Measurement Datasheet

[ No. 3

Date 26-Jun-09
Member |SuJinKim, Ben loppolo
Celll-1 CellH

g . -

s

) o ® "

‘o0 000 Y% o .0 (Y X v .

I . b __-r-.""'"f-,:». &‘ as . ' ‘ g

WA LR D e 2 MR 0 L o DA e ila
time 12:00 ~12:30 pm time 12:30 ~1:00 pm
Survey Point reference Water depth [Survey Point reference Water depth
ID elevation Water Level (m) ID elevation Water Lewel (m)
Sfe_113 278.26 277.12|crest
-1 277.17 276.84 1.30|H-1 255.53 255.24 1.95
-2 277.16 276.84 1.30|H-2 255.52 255.23 1.94
-3 277.17 276.84 1.30|H-3 255.52 255.23 1.94
I-4 277.16 276.84 1.30|H-4 255.54 255.24 1.95
I-5 277.15 276.84 1.30|H-5 255.52 255.23 1.94
-6 277.15 276.84 1.30|H-6 255.51 255.23 1.94
l-7 277.16 276.84 1.30|H-7 255.51 255.22 1.94
I-8 277.08 276.77 1.23|H-8 255.45 255.16 1.87
-9 277.09 276.78 1.24|H-9 255.44 255.16 1.87
l-10 277.08 276.77 1.23|H-10 255.44 255.16 1.87
11 277.08 276.77 1.23|H-11 255.44 255.15 1.86
Pell 278.60 276.71 | crest Pehl 256.64 255.09 | crest
H= 0.13 H= 0.15
P= 1.17 P= 1.801368

bottom elev] 275.5392|m bottom elev] 253.2888|m




Field Measurement Datasheet

[ No. 4
Date 6-Nov-09
Member [SuJin Kim, Brandon Harris
Celll-1 CellH

! s - i, s -
| X g o’
o e 000 oo n s
T [
‘hﬂfw: ol “m..&‘h'f P L L ._!numg
time 2:00 ~3:00 pm time 3:00 ~ 4. OO pm
Suney Point reference Water depth |Survey Point reference Water depth
ID elevation Water Lewel (m) ID elevation Water Lewel (m)
Sfe 113 278.26 277.12|crest
1 277.17 276.87 1.34|H-1 255.53 255.22 1.93548
-2 277.16 276.87 1.33|H-2 255.52 255.22 1.93
-3 277.17 276.87 1.33|H-3 255.52 255.22 1.93
-4 277.16 276.87 1.33(H-4 255.54 255.22 1.94
5 277.15 276.86 1.32|H-5 255.52 255.20 1.91
I-6 277.15 276.85 1.31|H-6 255,51 255.20 1.91
-7 277.16 276.85 1.31|H-7 255.51 255.20 1.91
I-8 277.08 276.80 1.26|H-8 255.45 255.16 1.87
-9 277.09 276.81 1.27|H-9 255.44 255.15 1.87
IF10 277.08 276.82 1.28|H-10 255.44 255.15 1.86
F11 277.08 276.81 1.27|H-11 255.44 255.15 1.86
Pell 278.60 276.71]|crest Pehl 256.64 255.09 | crest
H= 0.16 H= 0.13
P= 1.17 P= 1.80

bottom elev] 275.5392|m bottom elev, 253.2888|m
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Report as of FY2010 for 2009GA201B: "Identifying Locations of High
Connectivity between Floridan Aquifer Water and Surface Waters at Lineament
Intersections with Tributaries of the Lower Flint River"

Background

Groundwater withdrawals for irrigation increased over 100% between 1970 and 1976 in the
lower Flint River Basin in southwest Georgia when cable tow irrigation systems were replaced
by more efficient center pivot irrigation systems (Pierce et al., 1984). Irrigation in this region has
allowed for the implementation of intensive farming practices including multiple harvests per
year. Pumping of up to 3.4 BGD of groundwater is currently permitted from the Upper Floridan
aquifer in the Dougherty Plain of southwest Georgia (Couch and McDowell 2006) which
maintains the highest agricultural production in the state (McKissick 2004). The karstic aquifer
in this region is shallow, often outcropping to the surface, and streams such as Ichawaynochaway
and Spring Creek have incised through surficial deposits directly into underlying limestone
resulting in a close hydrologic association of surface and sub-surface systems. Extraction of
groundwater resources from the Upper Floridan aquifer has substantially reduced baseflows and
altered low flow metrics in streams flowing through the lower Flint River Basin since irrigation
intensified (Stamey 1996, Golladay et al 2007, Rugel et al 2009). Significant reductions in flow
duration have been found in the post-irrigation record (1980-2008) for streamflow at
Ichawaynochaway Creek at Milford, GA, and Spring Creek near Iron City, GA (Figure 1),
including a decrease by an order of magnitude for 98% exceedance flows at Spring Creek
compared to pre-irrigation years. Eight-day early summer and annual baseflow recession curves
have become steeper in the post-irrigation period for Ichawaynochaway Creek and both
Ichawaynochaway and Spring Creek revealed significant reductions in 1-, 7-, and 14-day flows
suggesting that groundwater resources have been depleted more rapidly in the post-pumping
years (Rugel et al 2009).

N

A

Alabama
Georgia

Florida

Figure 1. Sub-basins of the lower Flint River Basin in southwest Georgia and USGS stream gaging
stations on the Ichawaynochaway and Spring Creeks and the Flint River



Prior to implementation of center-pivot irrigation, a relatively strong relationship existed
between winter minimum flows and summer minimum flows, such that flow conditions in
February could be used to estimate the probability of extreme low flow conditions in August.
Irrigation has disrupted this relationship and in the post-pumping period it has become weak and
insignificant making it difficult to gage the likelihood of late summer critical flow conditions
based on hydrologic conditions in winter months (Figure 2). Our current analysis of low flow
data and recession behavior is consistent with previous interpretations by USGS of pumping
effects on streams in the lower FRB (Albertson and Torak 2002). Previous USGS MODFLOW
modeling has indicated a lag time of approximately 100 days between the peak of pumping and
the maximum negative effect on streamflows (Albertson and Torak 2002). The result of seasonal
groundwater removal on already-reduced summer streamflow has increased low flow and no
flow conditions in previously perennial streams in this area. While repeated droughts have
occurred in the last decade, there has been no reduction in average precipitation during post-
irrigation years, indicating that lowered flows in this region are not a result of altered climate
patterns (Rose 2009, Rugel et al 2009, Seagar et al 2009).

Feb vs Aug Min Flow at Ichawaynochaway Creek
for Prerrigation Period (1940-1969)

(R*=0.64, p=0.001, df = 29)

100

Feb vs Aug Min Flow at Ichawaynochaway Creek
for Post-Irrigation Period (1980-2008)

[R*=0.45,p= 0271, df =27)
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Figure 2. Comparison of winter (February) and summer (August) minimum flows at USGS stream
gaging stations on the Ichawaynochaway Creek (02353500) and Spring Creek (02357000) in the

pre- and post-irrigation period (Rugel, unpublished data)



Reduced streamflow has resulted in lower levels of dissolved oxygen and higher stream
temperatures creating anoxic conditions which have been shown to threaten aquatic species in
these waters (Zale et al. 1990; Golladay et al. 2004, Peterson 2006). Currently there are seven
species of unionids listed as threatened or endangered in the lower Flint River Basin. Following
severe drought between 1998 and 2000 Golladay and others (2004) reported significant declines
in mussel taxa richness and stable species abundance within mid-stream reaches of Spring Creek,
>50% reduction in total mussel abundance, and lowered or absent populations of species of
special concern in no-flow reaches. Downstream ecosystems, as well as fishing, shrimping and
shellfish industries in the Apalachicola Bay, also depend on upstream inputs of fresh water in
order to maintain adequate levels of nutrients and salinity vital to estuarine and marine function
(Elder and Cairnes, 1982; Gillanders and Kingsford, 2002). Stamey (1996) reported reduced
downstream inputs to and outputs from Lake Seminole following the implementation of
intensive irrigation practices.

Fracturing and dissolution of the Ocala Limestone Formation which underlies the Dougherty
Plain in southwest Georgia has led to the development of secondary flow paths which connect
some tributaries of the lower Flint River Basin hydraulically to the Upper Floridan aquifer
(Torak and Painter 2006). Physiographic features and lateral drainage components throughout
the Dougherty Plains, including escarpments, ridges, stream beds and lineaments, direct the
development of dissolution paths between surface and sub-surface aquatic systems in this
system. Lineaments, sinkholes, and other geologic surface features can be identified from aerial
photos and satellite imagery and have been used to predict areas of high-yielding groundwater
for development. Brook and Sun (1982) showed that variability in specific capacity of wells in
the Albany, Georgia area was explained 89% of the time by distance to the nearest fracture trace
(identified in aerial photos). Hyatt and Jacobs (1996) also found that 312 sinkholes in the
Albany, GA area which collapsed following Tropical Storm Alberto, followed joint-controlled
linear trends. Using a variety of tracers and chemical species, which included CI, %0, and §°H,
Plummer and others (1998) identified younger fractions of water in the Upper Floridan
groundwater originating from sinkholes within the Withlacoochee River bed near Valdosta,
Georgia.

Streams in karstic systems which share a close hydraulic connection with the underlying
aquifer develop unique chemical signatures from exposure to the karst environment including
increased calcium and specific conductivity, decreased temperature, isotopic depletion of water
during fractionation, and higher nitrate concentrations from anthropogenic sources. Previous
research by Li (2006) indicated that pH and specific conductivity differentiated between
groundwater and stream water in the Fall Line Hills and Dougherty Plain. We hypothesize that
stream characteristics such as solute concentration, isotopic composition and other
physiochemical components of stream water will be explained by proximity of stream reaches to
fractures and fracture intersections as a result of stream/groundwater interaction. Stream
topology along Ichawaynochaway Creek strongly suggests locations of lineament connections,
and preliminary sampling of the stream above, within, and below the identified direct
connections is proceeding. ldentifying and understanding the hydrological as well as biological
interaction of the Floridan Aquifer with the stream system via fracture flow will be immediately
useful for establishing protections for limited water resources in this region.



Objectives
In this research we will:

1) Locate and document lineament features using remote sensing data and GIS tools. We will use
these surface features, including creek bearing, creek deflection (turn angle), elevation, wetland
and vegetation patterns, to predict the occurrence of underlying fractures within the lower Flint
River Basin where increased stream/aquifer exchange may be occurring.

2) ldentify chemical signatures which differentiate precipitation and groundwater in the
Ichawaynochaway sub-basin. Physiochemical parameters of interest will include isotopic
composition (oxygen and deuterium), pH, temperature, specific conductivity, calcium and nitrate
concentration.

3) Quantify contribution of hydrologic components (groundwater, precipitation) to streamflow
generation within Ichawaynochaway Creek using stream chemistry data in two-member mixing
model and mass balance equations

4) Use stream chemistry, visual reconnaissance and statistical analysis to verify presence of
hydrological connections between stream and underlying aquifer in the lower Flint River Basin

5) Compare and contrast the usefulness of these methods for locating and predicting basin-wide
flow exchange in this and other karstic systems.

Methods and Results

GIS Site Selection: Remote sensing data sets for the lower Flint River Basin have been obtained
from the Georgia GIS Clearinghouse website (https://gisl.state.ga.us, accessed 2009), including
USDA National Agriculture Imagery Program (NAIP) data (2007, 1 meter pixel resolution,
natural color, leaf-on), USGS Digital Ortho Quarter Quads (DOQQ) (1999, 1:12,000, color
infrared, leaf-off), USGS 7 %2 min.digital elevation models (DEMs), and National Wetland
Inventory (NWI) datasets. Using NAIP, DOQQ, and NWI we have identified surface features,
lineaments, escarpments, vegetation patterns, and stream and river beds within and in proximity
to the lower Flint River Basin. Using ArcMap 9.1 we produced a surface feature layer (shape
file) which was overlain onto existing remote sensing data layers of Spring Creek and
Ichawaynochaway Creek to delineate regions of possible underlying fracturing. Due to
challenges acquiring land access as well as difficulty in navigating reaches along Spring Creek at
baseflow conditions, we have limited the scope of our research to the Ichawaynochaway Creek
between Morgan, Georgia, and the confluence of the Ichawaynochaway with the Flint River.

Custom GIS Tool: We created a custom ArcMap tool based on the Boundary Convexity Tool
(BCT) to delineate a line, or route, along the Ichawaynochaway Creek (Figure 3) from Morgan,
Georgia, to the Flint River confluence. With this tool we have generated information on
convexity or concavity (sinuosity) along the creek route, as well as other attribute data including
creek turn angle, bearing of stream segments, and GIS coordinates (Figure 4). We have obtained
data at variable stream segment lengths in order to potentially evaluate changes in attributes at
multiple scales. We downloaded creek routes from ArcMap document into a Garmin Oregon 550
hand-held GPS to produce a route along Ichawaynochaway Creek. Experimental and control
sites will be chosen along stream route at selected intervals following pre-sampling to determine


https://gis1.state.ga.us/

appropriate scale. Stream samples will be collected at experimental and control sites (see field
collection section) and analyzed for multiple physiochemical parameters. Results will be
evaluated using multi-ring proximity buffers in ArcMap in order to determine if proximity of
changing creek turn angle, directional bearing of stream segments, presence of wetlands

(and other surface features visible in remote sensing data) explains differences in stream
physiochemistry (evaluated using principal components analysis).

Figure 3. Portion of schematic for identification of creek turn angle along Ichawaynochaway Creek in the
lower Flint River Basin, Baker County, Georgia, generated by custom boundary convexity tool

FID| Shape* |OBJECT RID Meas |StepL TurnAngle |Bearin|Directio|Beari|Direct
0 |Point ZM 841 |Ichaw aynochaw ay Creek 42175 250 |156.000000 83|N 107 |N
1 |Point ZM 478 | Ichaw aynochaw ay Creek 24025 250 (133.000000 95(N 48 |NE
2 |Point ZM 618 | Ichaw aynochaw ay Creek 31025 250 |72.000000 113 |NW 5|E
3| Point ZM 623 |Ichaw aynochaw ay Creek 31275 250127.000000 106 [N 159 (W
4 |Point ZM 723 |Ilchaw aynochaw ay Creek 36275 250 (177.000000 128 |NW 125 |NW
5 |Point ZM 728 | Ichaw aynochaw ay Creek 36525 250 (94.000000 47 |NE 133 |NW
6 | Point ZM 461 | Ichaw aynochaw ay Creek 23175 250 (104.000000 48 |NE 124 |\NW
7 |Point ZM 466 |Ichaw aynochaw ay Creek 23425 250 (180.000000 117 INW 118 |NW
8| Point ZM 604 | Ichaw aynochaw ay Creek 30325 250 |156.000000 144 |[NW 121 |[NW
9 |Point ZM 609 | Ichaw aynochaw ay Creek 30575 250 (171.000000 133 |NW 124 |NW
10 [Point ZM 707 | Ichaw aynochaw ay Creek 35475 250 |177.000000 111 |N 114 |NW
11 | Point ZM 712 |Ichaw aynochaw ay Creek 35725 250 (144.000000 98 (N 134 |NW

Figure 4. Attribute table identifying creek turn angle and bearing of creek along 50 meter intervals within
Ichawaynochaway Creek, Baker County, Georgia



Field collections: Uncertain stream conditions due to excessive precipitation during collection
months (late summer and winter 2009) prohibited access to Ichawaynochaway Creek and
confounded attempts to sample under baseflow conditions. Current results reflect field collection
which has been limited to sampling of groundwater and precipitation and preliminary samples
collected in 2007 from Ichawaynochaway Creek. Stream sampling is expected to resume when
low flow stream conditions return in summer and fall months 2010 and will be repeated in 2011.
Groundwater samples were collected from 35 wells throughout the Ichawaynochaway sub-
basin of the lower Flint River Basin within an approximate 1 mile buffer of the
Ichawaynochaway Creek. Water was purged from wellheads or spigots for approximately 10
minutes to clear pipes and to insure a representative sampling of groundwater. Samples were
collected in 20 ml glass scintillation bottles, capped with nipple caps and sealed with tape to
prevent air gaps and possible atmospheric contamination and returned to lab for evaluation of
cation and anion concentration (NOs'and Ca®).. Two samples from each collection site were sent
to the University of Georgia’s Center for Applied Isotope Studies in Athens, GA, for stable
isotope analysis of 8*°0, and §°H. GPS data points were taken at each wellhead using a Garmin
Oregon 550, hand-held GPS. Eight precipitation events were sampled using an acid-washed, 5x8
inch Pyrex glass pan placed 20 inches above the ground in open area near the Joseph W. Jones
Ecological Research Center laboratory facilities. Collection was allowed to continue for
approximately two hours at which time the precipitation sample was transferred to 20 ml glass
scintillation bottles, sealed and analyzed as above (groundwater samples). Atmospheric
conditions including temperature, relative humidity, wind speed and direction, and antecedent
rain conditions were recorded at each precipitation event. Stream samples were collected at mid-
reach and mid-depth 8 reaches along the Ichawaynochaway Creek in 2007 in 20 ml glass
scintillation bottles, capped with nipple caps and sealed with tape to prevent air gaps and
possible atmospheric contamination. Samples were returned to lab for evaluation of cation and
anion analysis. Two samples from each collection were sent to the University of Georgia’s
Center for Applied Isotope Studies in Athens, GA, for stable isotope analysis on §'%0, and §°H.
GPS data points were taken at each collection site using a Garmin Oregon 550, hand-held GPS.

Future stream sampling: Future study and control reaches are expected to be approximately 100
meters in length (50 meters above and below study sites) depending on results of pre-sampling
for determination of appropriate reach scale. A 16 ft. Coleman Scanoe has been obtained along
with a 2.5 4-stroke outboard motor to navigate from downstream to upstream within
Ichawaynochaway Creek when stream discharge returns to appropriate levels for sampling.
Measurements will be made along the thalweg at each collection site in order to determine
stream depth. A Hydrolab Quanta Water Quality Sampler has been purchased to measure pH,
specific conductivity, and temperature. All measurements and collections will be performed at
6/10 depth along 10 meter intervals. Whole water samples (approximately 200 ml) will be
collected in acid-washed Nalgene® polycarbonate bottles at selected intervals using a Little
Giant® pump through Teflon® tubing. Whole water samples will be divided into 20 ml glass
scintillation vials on site then returned to lab for anion and cation analysis. Additional 20 ml
samples will be collected at each site in glass scintillation bottles, capped with nipple caps and
sealed with tape to prevent atmospheric contamination, and sent to the University of Georgia’s
Center for Applied Isotope Studies in Athens, GA, for stable isotope analysis of 880, and 8°H.
GPS data points will be taken with Garmin Oregon 550 hand-held GPS at the upper, middle, and
lower end of each sample reach. Sampling will be conducted in mid-summer (July) and late fall
(November) 2010 - 2011.



Sample analysis: Cation analyses (Ca*) has been performed on current samples at the Joseph W.
Jones Ecological Research Center (JERC) in Newton, Georgia, by flame atomic absorption
analysis (3500-Ca B. Atomic Absorption Spectrometric Method) on a Perkin ElImer 5100. Anion
analyses (NO3") will be performed at the JERC using Lachat methods. Isotopic composition of
samples are being evaluated by University of Georgia’s Center for Applied Isotope Studies in
Athens, GA. Isotopic composition is reported in parts per thousand: dsample (%/00) = 1000 (Rsample —
Rstandard/ Rstandard), Where R is **0/*°0 or D/H abundance ratio (Craig, 1961). Standard is Vienna
Standard Mean Ocean Water (V-SMOV) (Coplen 1994).

Results: Our preliminary analyses of pH, Ca", specific conductivity, §'°0, and §°H, in samples
of surface water, groundwater and precipitation showed that streams in this region fall along a
continuum between two originating end members, groundwater and precipitation. Ca*
concentrations and effectively distinguished groundwater and precipitation, with a mean
groundwater Ca* of 54.13 + 10.5 mg/L and mean Ca" for precipitation of 0.3 + 0.1 mg/L.
Cursory sampling from Ichawaynochaway Creek indicated a mean Ca* of 27.6 + 11.9 mg/L (Fig.
5). High dissolved calcium in Ichawaynochaway Creek compared to precipitation suggested a
significant interaction between this stream and the underlying carbonate aquifer.

Comparison of Calcium Content
in End Members vs Stream Samples
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Figure 5. Results of preliminary sampling showing mean Ca* composition of groundwater,
precipitation, and stream samples collected from Ichawaynochaway Creek, Baker County,
Georgia.

Analysis of groundwater, precipitation and stream water from Ichawaynochaway Creek
indicated a strong correlation between D/H and *20/*°0 and all samples fell along the local



meteoric water line (LMWL) (Kendall and McDonnell 1998). However, stream samples showed
more oxygen enrichment compared to groundwater and precipitation (end members), most likely
due to interaction of surface water with dissolved calcium or other species known to affect
isotopic enrichment in a karst environment such as the Dougherty Plain. Other species such as
nitrates and sulfates, found within this agricultural region, may also cause enrichment of oxygen
in stream samples (Randy Culp, personal communication).Comparison of 8*%0 and calcium
concentration reveals distinguishable signatures between end members and streams samples
within this basin (Fig. 6).
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Figure 6. Calcium concentration vs isotopic composition (6180) of stream samples collected from
Ichawaynochaway Creek to regional groundwater and precipitation (end members) samples. Isotopic
composition is reported in parts per thousand: 8sample (0/00) = 1000 (Rsample — Rstandard/ Rstandard) against
Vienna Standard Mean Ocean Water (V-SMOW) standard

Conclusions

Hydrologic connectivity within catchments is dependent on local factors such as hydraulic
conductance of streambed and aquifer materials, hydraulic gradient, and heterogeneous flow
paths which can be challenging to delineate. Karst development is known to occur along joints
and horizontal bedding planes where percolating water is preferentially transmitted to
underground formations (Hicks et al.1987). In addition to larger flow paths such as limestone
outcroppings and blue holes (large spring conduits), groundwater and surface water exchange
directly through the streambed (hyporheos) to varying degrees (Brunke and Gosner 1997,
Mosner 2002, Opsahl et al 2007). The locations and magnitude of these hydrologic exchanges
cumulatively affect quantity and quality of surface waters and groundwater in the lower Flint
River Basin. Easily obtainable geographical information systems (GIS) information and multi-



parameter physiochemical data can be used to locate surface fracture features which suggest
areas of high stream/aquifer interaction. The location of these connections as well as how they
are affected by natural and anthropogenic influences has not been fully investigated. This
research can be conducted at relatively low costs compared to borehole or monitoring well
procedures and may offer a more precise picture of where streamflow capture is occurring during
drought and intense irrigation periods in these watersheds.

Using remote sensing data sets and GIS tools we have successfully identified lineaments and
other surface features which suggest underlying fracture patterns within the Ichawaynochaway
sub-basin in the lower Flint River Basin of southwest Georgia. Preliminary analyses of Ca”,
specific conductivity, and oxygen and hydrogen isotopes in groundwater, precipitation and
stream samples has revealed distinct physiochemical characteristics of end members, with stream
samples indicating a strong interaction with the underlying Upper Floridan aquifer. Unraveling
the complex movement of water between surface and sub-surface systems, particularly in the
Ichawaynochaway sub-basin, should be immediately useful for updating and improving current
hydrologic models in this region and predicting and protecting the locations of these interactions
on a basin-wide scale.
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Category Section 104 Base | Section 104 NCGP NIWR-US.GS Supplemental Total
Grant Award Internship Awards
Undergraduate 5 0 0 0 5
Masters 1 0 0 0 1
Ph.D. 2 1 0 0 3
Post-Doc. 0 0 0 0 0
Total 8 1 0 0 9
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