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Introduction

The Georgia Water Resources Institute (GWRI) strives to address the need for interdisciplinary research,
education, technology transfer, and information dissemination and works in collaboration with various local,
state, and federal agencies. These include the Georgia Environmental Protection Division, water and power
utilities, environmental organizations, lake associations, the National Institutes for Water, National Oceanic
and Atmospheric Administration, U.S. Army Corps of Engineers, U.S. Geological Survey, U.S.
Environmental Protection Agency, and U.S. Fish and Wildlife Service. GWRI also has a significant
international involvement in Europe, Africa, China, and South America. The Institute brings to bear expertise
from a variety of disciplines, including civil and environmental engineering, atmospheric sciences,
agriculture, oceanography, forestry, ecology, economics, and public policy.

This year's funded activities include:

RESEARCH PROJECTS

(1) Using Compost to Control Soil Erosion and Manage Stormwater Under Concentrated Flow, Lawrence
Mark Risse PI, University of Georgia, sponsored by GWRI under grant #1260014019 (Fund #R7113−G4).

(2) Restoration of flood pulses to the lower Savannah River: Responses of floodplain invertebrates and fish,
Darold Batzer PI, University of Georgia, sponsored by GWRI under grant #1260014017 (Fund #R7113−G5).

(3) Evaluation and Improvement of the Curve Number Method of Hydrological Analysis on Selected Forested
Watersheds of Georgia, Ernest William Tollner PI, University of Georgia, sponsored by GWRI under grant
#1260014018 (Fund #7113−G6).

(4) Quantifying the Precipitation−Stream−Aquifer System Response In The Lower
Apalachicola−Chattahoochee−Flint (ACF) River Basin, Jian Luo PI, Georgia Institute of Technology,
sponsored by GWRI under grant #2006N44.

(5) Multi−Scale Investigation of Seawater Intrusion and Application in Coastal Georgia, Jian Luo, PI, Georgia
Institute of Technology, sponsored by GWRI under grant #2006P08 (Sub−project #2006P17; Fund #R9261).

(6) Water Resources Assessment, Planning, and Management In the Southeast US Using Decision Support
Systems Driven by Climate−based Hydrologic Forecasts, Aris Georgakakos PI, Georgia Institute of
Technology, sponsored by NOAA OGP Climate Prediction Program for the Americas (CPPA) under grant
#2006L77.

(7) Water Resources Planning Tool for Georgia, Aris Georgakakos PI, Georgia Institute of Technology,
sponsored by the Georgia Environmental Protection Division under grant #2006L93.

(8) A Decision Support System for Water Resources Planning in the Zhejiang River Basin, Aris Georgakakos
PI, Georgia Institute of Technology, sponsored by the Chinese Ministry of Water Resources under grant
#2006L89.

INFORMATION DISSEMINATION:

(1) Kindsvater Symposium on “Drought: Science and Policy,” co−sponsored by GWRI, GA EPD, ASCE,
USGS in Atlanta, GA, February 5, 2007. There were 111 persons in attendance.
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(2) International Water Forum on “Water and Climate Change,” co−sponsored by GWRI, CIFAL Atlanta,
City of Atlanta and UNITAR. Atlanta, GA, May 14−16, 2007. Seventy participants attended this Forum,
representing 23 countries.

EDUCATIONAL INITIATIVES

(1) Africa Water Resources Institute for Education and Applied Research (AWARE). This is a joint institute
established by the Georgia Institute of Technology (GT) and the University of Pretoria (UP), through the
Georgia Water Resources Institute (GWRI) and the University of Pretoria Water Institute (UPWI). This is the
first such initiative between an American and an African University and focuses on interdisciplinary graduate
education, applied research, and technology transfer in the areas of water, energy, and environmental
resources planning and management. AWARE was officially launched on June 19, 2008, and is based at the
UP campus in Pretoria, South Africa. The first AWARE programs will be a Joint Masters Degree Program
and a Professional Education Program.

PROFESSIONAL AND POLICY IMPACT

Georgia and the US:

2007 ushered in a new era in Georgia's water resources history. In this year, a modest drought that begun in
2006 developed into an unprecedented drought rapidly depleting the state's storage reserves, threatening city
water supplies, slowing down the economy, exacerbating conflicts and inconsistencies between federal
statutes (such as the Endangered Species Act) and state water supply priorities, and increasing tensions among
water users in Georgia and across the borders with Alabama and Florida. Above all, the present water crisis is
making it ominously clear that the unplanned economic growth that Georgia and the Southeast US are
currently experiencing can have disastrous consequences. An integrated water plan to balance growth and
environmental sustainability is not only necessary from a water resources standpoint; it is now seen as the
only sustainable business plan for Georgia and the southeast.

For the Georgia Water Resources Institute (GWRI) at Georgia Tech, these issues presented opportunities for
much needed support and service to the state. In addition to coordinating the 104B and 104G research funding
programs and other routine annual initiatives (such as state, regional, and international conferences and
symposia), GWRI worked closely with the White House (Council on Environmental Quality), Georgia
Governor's Office, Georgia's lead water resources agency (Georgia Environmental Protection Division), and
the US Congress to provide technical assistance, policy advice, and expert testimony on the southeast drought,
the state water planning process, and House Bill 135 proposing the creation of a National Water Commission
to study and develop recommendations for a comprehensive water strategy to address future water needs.

White House: The Council on Environmental Quality (CEQ) advises President Bush on a broad range of
environmental matters, including requests for emergency declaration by the states. In November 2007,
Governor Perdue declared such a drought emergency for 85 Georgia counties and asked for federal assistance.
In response, CEQ asked GWRI to provide an assessment of the Georgia drought situation. Our report included
several drought indicators showing clear evidence of the state−wide drought severity and extent, and
elaborated on the serious risks facing Atlanta and other state regions. CEQ followed up with a visit to
Georgia, held productive discussions with Governor Perdue and members of Georgia's Congressional
Delegation, and convened meetings among the Georgia, Alabama, and Florida governors and their lead water
resources planning agencies to develop a regional drought relief plan.

Governor's Office: Evaluating potential drought relief strategies, Governor Perdue requested information on
the water supply risks and economic implications of various drought management options. Such options
include aggressive conservation, inter−basin transfers, and possible modifications of federal reservoir release
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policies to balance municipal and industrial water supply priorities versus endangered species needs, fishing
industry interests, and power generation requirements. In recent years, GWRI has been working closely with
state and federal agencies and has developed detailed data bases and assessment models for Georgia's shared
river basins. Using this information and modeling tools, GWRI carried out a comprehensive assessment for
the Apalachicola−Chattahoochee−Flint (ACF) River Basin to quantify the implications of (a) various inflow
scenarios and forecasts, (b) water conservation strategies, (c) in−stream flow targets, and (d) power generation
options. The study demonstrated that it is imperative that the Corps of Engineers revise their reservoir release
policy (from Lakes Lanier and West Point on the Chattahoochee River) down to more realistic and sustainable
levels. GWRI proposed a specific reservoir regulation and conservation strategy, under which Atlanta and the
whole of Apalachicola−Chattahoochee−Flint basin will have enough water supplies for at least another year
even under unprecedented drought circumstances. The GWRI recommendations included short (drought
related), medium (3 to 5 years), and long term (5 to 10 year) intervention measures and strategies. These
recommendations were presented to the Governor's Office and to the Georgia Environmental Protection
Division in several meetings. Governor Perdue adopted these recommendations as the basis for his drought
relief strategy calling for a 10% reduction of permitted water withdrawals and 15 to 20% reduction of the
Corps reservoir release policy. Both measures are now being implemented and are beginning to have
measurable positive impacts.

Georgia Environmental Protection Division (EPD): The Georgia EPD is the agency responsible for the
management of the state's water resources. GWRI has been working closely with the Georgia EPD helping to
develop a comprehensive water resources plan. The plan advocates a scientifically integrated and
institutionally participatory approach to water resources planning. GWRI and the Georgia EPD worked with
many stakeholder groups across Georgia to incorporate their input and raise support for the state water plan.
On Friday, January 18, 2008, the Georgia General Assembly passed the state water plan, and Governor Perdue
released the following statement: "I applaud both the Senate and the House for the passage of the Statewide
Water Plan today. This process has been one of the most inclusive and transparent ones I have ever seen, with
each stakeholder offered a seat at the table. With this plan now in place, we have a framework from which to
work to conserve, protect and sustain Georgia's precious water resources."

As part of the state water plan, a critical investment area is the establishment of a GWRI managed water
resources laboratory to bring to bear experts from Georgia universities, state and federal agencies, and private
organizations. The purpose of this laboratory will be to provide the state with the best possible data, tools,
knowledge, people, and policy advice on all aspects of water resources planning. GWRI has been active in
presenting and raising awareness for this critical need among Georgia Congressmen; the Offices of the
Governor, Lieutenant Governor, and Speaker of the House; state and federal agencies; environmental
organizations; and the general public through formal and informal meetings and newspaper, radio, and
television interviews including one with Georgia Public Broadcasting on “Georgia Weekly.”

US Congress: At the national level, on November 8, 2007, the GWRI Director testified before the
Subcommittee on Water Resources and the Environment, Committee of Transportation and Infrastructure, US
House of Representatives in support of House Resolution 135 advocating the establishment of a National
Century Water Commission to study and develop recommendations for a comprehensive water strategy to
address future water needs. The GWRI testimony emphasized that Georgia as well as most US regions are
un−prepared to manage the unprecedented water stresses occurring due to demand and climate changes. The
main reasons listed include:

• Lack of comprehensive knowledge and information on the interdependencies of natural processes and water
uses; • Narrow perspective on the part of water user groups acting to protect their short term interests with
disregard of long term risks; • Lack of federal and state agency coordination and cooperation; • Insufficient
federal and state research investments for the development and implementation of innovative, adaptive, and
integrated management technologies, systems, and processes; and • Weakening of water resources research
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and education programs.

Specifically, the GWRI testimony identified a critical investment need in water resources education and
research programs, and in particular the Water Resources Research Institutes, to create the scientific and
policy basis for inter−disciplinary solutions to 21st Century water challenges.

International:

Two notable GWRI initiatives in the current funding period pertain to (1) assisting the Democratic Republic
of the Congo (DRC) to develop a comprehensive assessment and development program for the Congo River
Basin, and (2) an award winning Thesis on the potential impacts of Climate Change for the Nile River.

(1) Strategic Environmental Assessment and Development Program for the Congo River Basin. This program
plan was developed in collaboration with the DRC Ministries for the Environment, Energy, Transportation,
Health, Agriculture, Urban Planning, Mining, and Industry and Navigation. The program calls for (1)
comprehensive and integrated assessments, (2) development of a cooperative policy, legal, and institutional
framework for integrated water, environmental, and energy resources planning and management, and (3) the
formulation of an investment strategy. Funding of the plan is being raised by various international funding
organizations including the World Bank, UNDP, USAID, and EU.

(2) Climate Change Assessment of the Nile River Basin. This Doctoral Thesis by Dr. Amy Tidwell received
the UCOWR first place national award in natural sciences and researched a comprehensive climate change
assessment for the Nile River Basin. Important findings of this work are that the Nile is vulnerable to climatic
changes with drier conditions being likely in the coming decades. This raises alarming concerns regarding the
environmental and ecological integrity of the river and its ability to meet water and energy demands. Thus, it
is demonstrated that water and energy planning and management decisions cannot afford to ignore the
potential impacts of climate change. This research also outlines the benefits of upstream development projects
as a means to mitigate the adverse impacts of climate change.
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Abstract  
 

Compost is recognized as an effective erosion control practice and has been utilized widely. 

While previous studies have proven that compost blankets can control erosion as well or better than 

traditional methods under normal rainfall and sheet flow conditions, little attention has been paid on 

how compost will respond to concentrated flow conditions. The objectives of this research were to 

investigate erosion processes on compost blankets under concentrated flow conditions. Erosion 

control compost (ECC), yard waste compost (YWC) and a bare soil (BS, loam) were studied using 

four concentrated flow rates on 12.5% slope plots. Time to initiate discharge, flow velocity, solids 

concentration and total solids loss were measured. The erosion process and rill evolution under 

these conditions were observed and recorded. Cover scenarios for ECC and bare soil plots with 

excelsior erosion control were investigated using 20 L/min inflows. Results indicated that the time 

elapsed to commence discharge from compost plots was significantly longer than that from soil 

plots. Large amounts of the inflow were able to infiltrate into compost matrix and flow through it, 

leaving a smaller portion of surface flow on compost plots than on soil plots. Under 16 and 20 L/min 

inflow, solids loss from compost plots were significantly less than those from soil plots. Under a 

same inflow conditions, average solids concentrations were significantly lower on compost plots 

than on soil plots as deposition occurred in compost rills. Deposited solids often formed micro-dams 

in the compost rills which further promoted flow through the compost matrix and deposition of 

suspended particles. The formation of micro-dams in compost plots was an important mechanism of 

preventing soil erosion under concentrated flow conditions. Cover plots of both ECC and bare soil 



 

showed increased time required to initiate discharge and reduced total solids loss. Results of this 

study provide an indication that the erosion process on compost blankets may differ from classical 

shear induced rill erosion on soil surfaces. Future work will investigate models that may be used to 

better understand and predict erosion of compost material under concentrated flow conditions.    

Keywords. Compost blanket, Concentrated flow, Micro-dams, Rill erosion 
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1. Introduction 

1.1 Literature Review 

Compost materials have been proven beneficial to soil properties by improving soil texture and 

structure, enhancing organic matter content and PH value, stabilizing soil aggregates, delaying crust 

formation and seedbed slump, improving revegetation (Shiralipour, 1992; Stewart and Ettlin, 1993; 

Storey et al., 1996; Bresson et al., 2001, Risse et al., 2004; Harrell and Miller, 2005, Singer et al., 

2006). Under simulated or real rainfall conditions, compost blankets have been proven as an 

effective erosion control practice under sheet erosion and the control mechanisms included 

absorbing rain water, increase infiltration, postponing runoff commencement, reducing runoff rate 

and solid content at the discharge (Glanville et al., 2004; Mukhtar et al., 2004; Persyn et al., 2004; 

Risse et al, 2004; Osorio and Juan, 2006; Ramos and Martinez, 2006). Faucette et al. 2005 reported 

that compost blankets out performanced traditional erosion control practices in reducing the total sol 

loss, total N and P concentration. In another study comparing the erosion control effectiveness of 

compost blankets, straw with PAM and mulch using both simulated or natural rainfall events, 

Faucette et al. (2007) concluded that soil loss from plots covered by compost blankets was 

significantly lower than that from plots covered by straw with PAM or mulch.  

As discussed above, current research on the use of compost for erosion control and storm water 

management had been focused on rain fall and sheet flow situation. USEPA approved compost 

blankets as an erosion and sediment control BMP and used extensively, both on level areas and 



 

steep slopes to control erosion and cautiously against using compost blankets on the areas where 

concentrated flow is likely to occur (US EPA, 1997), however, little guidance or research is 

available on the amount of concentrated flow a compost blanket would be able to withstand. Persyn 

et al. (2005) investigated rill erosion on compost blankets and suggested that the mechanisms that 

cause rill erosion on it might be similar to the mechanisms previously observed for unanchored crop 

residues (Foster et al., 1982); however, uncertainty was reported due to floatation of compost 

particles on the water surface, the small size of test plots (0.2 m as plot width) which resulted in 

preferential flow along the plot boundaries, and movement of compost down the slope in bulk rather 

than as individual particles. This study suggested that the mechanisms controlling erosion in rills 

might be different for soils and compost, but additional studies have not been done.  

1.2 Study Objectives 

The objective of this study was to investigate how compost blankets respond to concentrated 

flow, determine if the rill erosion processes on compost blankets and soils are similar, and if 

compost blankets were effective in controlling rill erosion.  

 

2. MATERIALS AND METHODS  

2.1 Site Description  

This research was conducted at the sediment control facilities in the erosion lab of American 



 

Excelsior Company (Kelsey et al. 2005). The erosion lab is located at Rice Lake/Barron county, 

Wisconsin, at 45°28'47" N latitude and 91°43'12" W longitude. The field experiment was conducted 

during the summer of 2007.  

Two plots on 12.5% slope, 2.4 m wide and 10.7 m in length were used for this study. The plots 

were filled with 0.3 m of loam-textured soil (according to USDA classification) above the original 

sandy loam. Wood and PVC sheets were inserted into the soil to form the plot border. Each original 

plot was divided into two subplots by trenching 0.1 m and installing wood borders into the soil along 

the middle of the plot. This created a total of four 1.2 m wide test plots (Figure 1). Prior to each run, 

the plot was prepared by adding soil to the plot to insure constant starting thickness, tilling up and 

down the slope using a Troy Bilt Bronco tiller; raking and smoothing the plot along the slope using 

a garden rake, and carefully compacting the top soil using a Wacker 1550 Plate Compactor run up 

and down the plot. Compaction was conducted to mimic post-construction conditions. Six 

numbered flags were then inserted on each side of plot at 1.5 m intervals along the plot border to 

serve as measuring stations. Water was obtained from a pond near the testing area and stored in a 

500-gallon tank, from which it was pumped to the plot. A rotameter and check valves were used to 

regulate the inflow (Figure 1 and 2). Solid content and density of the inflow water were measured. A 

flume and receiving tank were installed at the toe of each plot to receive discharge and eroded solids. 

Compost materials were manually applied on the plots as 7.5 cm blankets over the entire area of the 

plot. A 2.5 cm deep, 10 cm bottom width and 15 cm top width trapezoidal channel was manually 

constructed along the plot center. This channel was constructed in an attempt to initially contain the 



 

flow. A bunch of packed excelsior was placed on the top of pre-created channel to dissipate the 

energy of water when the flow was introduced into the plots. The compost blankets and soil in the 

plots were pre-wet by sprinkling water on the surface using a garden hose to wet the soil or compost 

surface prior to introducing concentrated flow (Figure 2). 

 

Figure 1. The schematic of A: Inflow station and B: Plot layout
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Figure 2. Pictures of A: inflow section and B: testing plots 
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2.2 Treatments 

Materials used in this experiment included yard waste compost (YWC) and erosion control 

compost (ECC) purchased from White Oak farm in Oconomowoc, Wisconsin, an US Composting 

Council Testing Assurance sealed company. The feed stock of YWC was 100% yard waste. Feed 

stock of ECC composed of ground tree branches blended with leaves and grass. Local loamy bare 

soil (BS) was used as control in this project with particle size distribution shown in table 1. Four 

designed inflow rates (8.0, 12.0, 16 .0 and 20.0 L/min) were applied randomly on each of the 

materials. Three repetitions were conducted on each treatment, using a completely randomized 

design.  

Table 1. Particle size distribution by dry weight passing (%) specific sieve size for bare soil 

Sieve opening, mm Percent passing 

19.0 100 

9.51 97.4 

4.76 97.1 

2.00 94.2 

0.841 92.6 

0.420 76.0 

0.149 55.1 

0.074 52.8 

 



 

Basic physical and chemical properties of compost materials were measured at Energy 

Laboratories, INC. at Casper, WY (Table 2). The particle size of compost materials was determined 

at the erosion lab, using 300 g dried subsamples based on the Test Methods for the Examination of 

Composting and Compost (USCC, 997). Size of sieve opening included 6.35, 2.38, 1.4, 0.84, 0.6, 

0.425, 0.3, 0.25, 0.212 and 0.18 mm.  



 

Table 2. Properties of compost materials, % dry weight basis 

Parameters ECC YWC 

Total Nitrogen 1.57 1.9 

Phosphorous (as P2O5) 0.52 0.28 

Potassium (as K2O) 1.05 0.49 

Calcium (Ca) 5.7 4.7 

Magnesium (Mg) 2.14 1.5 

Organic Matter Content 39 44.4 

pH (standard unit) 8.01 7.71 

Sieve opening, mm Particle size (percent passing) 

4.75 98.91 99.89 

2.36 86.15 73.75 

1.4 63.59 43.05 

0.85 46.54 20.87 

0.6 31.45 7.84 

0.425 21.93 3.80 

0.3 13.56 1.84 

0.25 6.66 0.79 

0.212 1.15 0.15 

0.18 1.09 0.11 



 

2.2 Moisture Content Measurement  

Compost and soil samples were collected at flags 1, 3 and 6 along the pre-created channel for 

moisture content measurement before and after each run. The compost samples were collected from 

the compost blanket surface to the soil interface. Soil samples were collected at the same spots 

where compost samples were collected to the depth of 5 cm. Compost moisture content was 

determined gravimetrically, by measuring the sample weight before and after oven drying at 105°C 

for 1.5 hours, following the method recommended by the USCC (1997). Soil moisture content was 

determined following ASTM D4643-00 standard test method for determination of water (moisture) 

content of soil by the microwave oven method (ASTM, 2000).  

2.3 Flow Velocity and Rill Width Measurement 

 The surface flow velocities on plots were measured by tracing the leading edge of a dye plume 

as described by Elliot et al. (1989) and Persyn et al. (2005). A dye was injected at point one and the 

time over which the dye traveled to point six was recorded, the dye travel distance was 7.62 m. This 

measurement was conducted in three-minute intervals. Mean surface flow velocity for each run was 

obtained by averaging the seven measurements. A factor of 0.7 was used to convert the mean 

surface flow velocity measured with the dye to a mean flow velocity for each run.  

  Width of the rill along the channel was measured using a ruler on the seven sections created by 

the six flags inserted along the plot. Within each section, three critical points were chosen at which 

flow rill were measured. The critical points were defined as the points which represented major 



 

changes of the rill width within a section. The width measurements were conducted at 3-minute 

intervals. The rill width was measured at the water surface in the rill. 

2.4 Discharge and Solids Loss Analysis 

Discharge rate from the plot was determined by recording the time required to fill a one gallon 

bucket. The measurement was conducted at 3-minute intervals throughout each run. The first 

sample for each run was collected to determine the discharge and solids concentration at first flush. 

The total amount of discharge for a run was determined by multiplying the average discharge rate by 

the period of flow which was set as 21 minutes. The run time of 21 minutes was determined based 

on trial runs that indicated steady conditions were achieved within this time period. Sediment 

samples were collected by filling 500 mL bottles at 3-minute intervals. Samples were weighed, 

filtered using Whatman filter paper 410 and oven dried at 105°C until constant weight was achieved. 

Dry weight of bottles and filter papers were subtracted to determine the solids weight of each 

sample. Density of discharge for each sample was determined by dividing the sample mass by the 

volume (500 mL). The average solids concentration for a particular run was determined by 

averaging the solids content of the samples, excluding the first sample from each run as the first 

samples often contained a large amount of light surface material and did not represent steady state 

conditions. However, the solids content of first samples, or first flushes was determined using the 

similar procedures. The total solids loss for each run was determined by summing the solids loss 

from the first flush and from the consecutive flows. The total solids loss from the plot was computed 



 

by multiplying the mean solids concentration, mean discharge rate, mean discharge density and the 

period of time over which a run was conducted.  

2.5 Cover scenarios 

To investigate the effectiveness of covered compost blankets, Curlex II erosion control 

blankets produced by American Excelsior Company was laid and locked on the erosion control 

compost blankets and soil surface, following the stable pattern recommended by the producer. 20 

L/min inflow was used on cover scenarios for the ECC blankets and bare soil to demonstrated its 

effect.   

2.6 Statistical Analysis 

SAS version 9.1 (SAS, 2002) was used for statistical analysis. Separation of means was 

determined by using ANOVA procedure. Ducan’s Multiple Range tests were used to determine any 

significant differences between treatments at α = 0.05.  

 

3. RESULTS  

3.1 Moisture Condition 

 Initial moisture contents were expected to impact the flow and discharge greatly due to the high 

water absorbing and holding capacity of the compost materials. There were no significant 



 

differences in initial moisture content for YWC and BS within the series of inflow events; the 

variety of initial moisture content on ECC might was due to the compost plots held storm water prior 

the test of 20 L/min inflow. Each treatment showed significant differences between initial and final 

moisture content. The final moisture content of both compost materials was significantly greater 

than the final soil moisture content under the same inflow conditions (Table 3). The differences in 

the initial and final moisture content between treatments were primarily due to the higher water 

holding capacity of the compost materials than soil.  



 

Table 3. Average initial and final moisture content of ECC, YWC and BS (3 replications). 

ECC YWC BS Inflow rate, 

L/min [a]Initial MC, % Final MC, % Initial MC, % Final MC, % Initial MC, % Final MC, % 

8 [b]17.65h ± 5.39 24.20fghi ± 5.66 27.56def ± 1.45 37.70ab ± 2.81 10.13k ± 0.72 18.84hij ± 1.05 

12 19.81ghij ± 3.89 25.81efg ± 4.80 28.89def ± 6.10 39.13 a ± 3.26 10.46k ± 0.29 18.25ij± 0.57 

16 25.09efgh ± 5.20 30.79cde ± 5.16 30.60cde ± 1.92 40.14 a ± 2.82 9.14 k ± 0.53 19.18hij ± 2.45 

20 29.68 def ± 2.25 36.16abc ± 3.67 32.64bcd ± 5.02 40.57 a ± 2.60 9.72k ± 0.54 19.19hij ± 1.11 

[a] MC. Moisture Content 

[b] Results with same letter were not significantly different at α = 0.05 using Dacan’s Multiple Range test. 

3.2 Time Required to Initiate Discharge at the Plot Outlet   

Differences in water holding and infiltration capacity of the materials resulted in differences in 

the time required to commence discharge at the plot outlet. Both ECC and YWC had significantly 

longer time periods to commence discharge compared to the bare soil at low inflow conditions (8 

and 12 L/min). At high inflow conditions (16 and 20 L/min), ECC showed no significant difference 

from BS regarding the time to initiate discharge, while YWC significantly delayed the discharge 

along the whole set of inflow rates compared to the bare soil. Both ECC and YWC had significantly 

longer times to discharge at 8 L/min compared to the rest of inflow rates (Table 4 and figure 3). Two 

processes were thought to be responsible for this observation. First, there were lower flow velocities 

at the plot surface for lower inflow rates, which allowed more time for the compost at the surface to 



 

absorb a greater portion of the flowing water. The low flow velocity at the surface also allowed 

water to infiltrate vertically and laterally into the plot matrix. With a higher percentage of pore space 

in the compost matrix compared to the soil matrix, a greater amount of water percolated into the 

compost plot and was absorbed by the compost. Second, there was a greater amount of surface flow 

under high inflow conditions, and part of it reached the plot outlet before it could percolate and be 

absorbed by the compost. Large particles in ECC created more pore space allowing more flow 

through the compost matrix. The higher organic matter content at YWC allowed it to hold more 

water, resulting in a longer time to initiate discharge in those plots.  
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Figure 3. Time to initiate discharge on the three plots under four inflows. 

 

 

 

 

 



 

Table 4. Average time for initiating discharge for three materials and four inflow rates, minutes 

Inflow,L/min BS ECC YWC 

8 0.82 f 39.09 a 37.31 a b 

12 0.55 f 17.06 c d e 23.04 b c 

16 0.54 f 6.58 d e f 22.11 b c d 

20 0.42 f 5.21 e f 17.01 c d e 

[a] Treatments with same letter were not significantly different at α = 0.05 using Ducan’s multiple 

range tests. 

3.3 Erosion Process and Rill Evolution 

Head cut and rill bed scour were the primary erosion mechanisms on both soil and compost 

plots; however, the temporal and spatial evolution of rills were different on the soil and compost 

plots (Figure 4 and 5). Under the 8 L/min inflow condition, surface flow was not present on YWC 

plots during the whole experimental period; whereas on ECC plots, surface flow was only observed 

at the last three minutes of the run. This absence or delay of surface flow on the compost materials 

indicated that significant subsurface flow occurred through the compost matrix. The average rill 

width on both compost plots seemed relatively constant with the time elapsed (Figure 4); however, 

the actual rill width along those plots was more variable than the rill width on soil plots under the 

inflows of 12, 16 and 20 L/min (Figure 5). The morphological topography of the rills formed on 

compost plots under higher inflow rates indicated that complex erosion and deposition process 



 

frequently occurred. Head cut at the upstream part of the slope was the major source of the solids 

carried by the flow. These particles were often deposited in the channel bed as larger macro pores 

allowed a portion of water to flow through the compost matrix. The deposited particles inter-locked 

together and trapped the suspended solids flowing downstream; thus the deposition accumulated 

quickly to form a “micro-dam” across the pre-created channel. This micro-dam blocked flow and 

ponded water behind it, encouraging additional water to flow through the compost. The transport 

capacity of the flowing water decreased as the velocity dropped when flow approached a micro-dam, 

resulting in more solids deposition upstream the micro-dam. As the amount of water ponded behind 

the micro-dam accumulated, either the flow would scour a new channel through the compost or the 

micro-dam would eventually blow out under the pressure of the ponded water. Either way, the 

velocity would suddenly increase and compost particles would be eroded rapidly by local 

turbulence. Once a micro-dam blew out, the clean water ponded behind the micro-dam had 

excessive transport capacity and carried many particles downstream. Another micro-dam would 

quickly form somewhere downstream as the aforementioned process repeated itself. The lower the 

inflow rates, the greater and more stable the micro-dams would be allowing longer time for water to 

flow through the compost matrix. Figure 6 illustrates the forming and breaking of a micro-dam on 

an ECC plot under 12 L/min inflow. 
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Figure 4. Evolution of the average rill width with time on the three plots with various inflow rates. 
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Figure 5. Evolution of the average rill width with plot length for the three plots at various inflow 

rates. 



 

 

 

Figure 6. Pictures showing the micro-dams A: formed across the pre-created channel; B: grew as 
solids accumulate behind it; C: blew out allowing flow to advance; D: New micro-dam was formed 
encouraging more infiltration. 
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While the process of micro-dams forming and breaking occurred on the compost plots, the soil 

channel did not exhibit this phenomenon along the entire inflow series. Therefore, the erosion 

process and width of the rill on soil plot was relatively stable (Figure 5). This was probably due to 

the lower infiltration capacity of the soil plot compared to the compost plots. Most of the soil 

particles eroded at the upstream of the channel were delivered to the plot outlet with a small portion 

of them deposited near the plot outlet as the flow velocity slowed down in that area. This explained 

why the width of flow for soil plots increased as the water approached the plot outlet (Figure 5). On 

the soil plot, there was a trend toward decreased rill width as time elapsed. This was due to scoring 

and incision of the rill over time resulting in concentrated flow and deeper, incised rills (Figure 4).   

    Three reasons potentially explain why the micro-dams often formed on the compost plots but 

not on soil plot. First, at a given flow transport capacity, a greater volume of compost particles than 

soil particles were entrained and carried by the flowing water as compost materials had lower bulk 

density than the soil. Second, the flow through the channel walls was greater in the compost than the 

soil due to the presence of more macro pores. Third, the greater particle size of the compost material 

allowed these particles to interlock across the rill and hence trap and filter more particles carried by 

the flowing water.     

    Scouring in the rill was significant for both compost and soil plots. The entrained solids from the 

soil channel bed were delivered downstream to the outlet. Once a rill was formed on a soil plot, the 

clean water from the upstream continually scoured the channel, resulting severe erosion in the soil 

channel. Scouring of rills was observed on compost plots and soil layer was occasionally exposed to 



 

the flow under the high inflow conditions. Once this occurred, it would also begin eroding; however, 

three major mechanisms kept most soil particles from leaving the plot with discharge. First, the 

micro-dams trapped soil particles from the flowing water; second, the reduced velocity encouraged 

deposition of suspended solids; and third, the macro pores of the compost blanket encouraged lateral 

flow which diverted the flowing water and reduced shear stress of the flow.  

3.4 Flow Velocity 

 Flow velocity is a key factor affecting soil erosion as it impacts the transport capacity and shear 

stress of the flowing fluid. A higher flow velocity indicates both higher transport capacity and 

erosive potential. While the velocity on the soil plot was easily measured using a dye as the water 

flowed on the surface freely and achieved steady condition quickly; the velocity on the compost 

plots was often difficult to measure due to the micro-dams which occasionally formed along the 

artificial channel and thus detoured or disconnected the flow. The velocity on the compost plot was 

unsteady and varied along the slope. Velocity decreased in the area near micro-dams while rapidly 

increasing in the areas where micro-dams. Under low inflow conditions, surface flow disappeared 

as all the water infiltrated into the compost matrix, leading to difficulty in velocity estimation. In this 

study, the surface flow velocity on the compost plot was measured wherever surface flow was 

present and then the segmented surface velocities were averaged for mean surface flow velocity.  

    In the case of 8 L/min inflow, no surface flow was observed on the entire length of the YWC 

plots as all of the water flowed through the compost matrix (Table 5); the surface velocity for ECC 



 

plots could be detected but was significantly less than that for soil plots, indicating that the 

infiltration capacity and micro-dams forming on the compost plots was major phenomena under low 

inflow conditions. The flow velocities were not significantly different for YWC and ECC when 

inflow increased to 12, 16 or 20L/min, suggesting that the process of micro-dams forming and 

breaking were similar on both of the compost plots. The velocity on the soil plots showed no 

difference as inflow changed from 8 to 20 L/min. This was probably because the flow was relatively 

stable in the soil channel, and it reached a terminal velocity (0.27 L/min) for this loamy soil at a 

12.5% slope. 



 

Table 5. Average flow velocity, discharge and percent loss of the water from inlet to outlet for YWC, 

ECC and BS under various inflow rates. 

Inflow 
rate, 

L/min 
Material 

Average flow 
velocity, m/s 

Discharge, L/min 
Percent loss of 

water from inlet 
to outlet, %  

YWC [a]- 5.07 e  36.61a 
ECC 0.14b 4.97 e 37.94a 8 
Soil 0.26 a 7.07 d 11.62bc 

YWC 0.21 ab 8.64 cd 28.02abc 
ECC 0.20 ab 9.80 c 18.35abc 12 
Soil 0.27 a 10.93 c 8.89bc 

YWC 0.20 ab 15.00 b 6.23c 
ECC 0.28 a 13.73 b 14.16bc 16 
Soil 0.26 a 15.04 b 6.03c 

YWC 0.21 ab 18.52 a 7.38bc 
ECC 0.29 a 16.24 ab 18.78abc 20 
Soil 0.27 a 18.59 a 7.06bc 

[a] “-” denoted no data was available. 

[b] Treatments with same letter in a column were not significantly different at α = 0.05 using 

Ducan’s multiple range tests. 

3.5 Discharge at the Plot Outlet 

 Discharge is a crucial parameter for estimating the surface flow which contributes to shear 

stress estimation in a rill. The difference between discharge rate and inflow rate is a good indicator 

of infiltration and water holding capacity of the materials on the plots. 

    On compost plots, discharge took longer to begin and was lower overall than the soil plots 

(Figure 3). The discharge was 5.07 L/min from YWC and 4.97 L/min from ECC compared to 7.07 



 

L/min from BS under 8 L/min inflow condition. The loss of water from inlet to outlet was 36.61% 

for YWC and 37.94% for ECC and 11.62% for bare soil (Table 5). The significant difference of 

discharge and water loss between compost plots and bare soil plots reflected the function of 

mircro-dams which ponded the water and allowed greater amount of time for the water to percolate 

downwardly and flow laterally. Under the higher inflow conditions (12, 16 and 20 L/min), there 

were no significant differences among the three materials for discharge or water loss, however, there 

was a trend toward less discharge and more water loss on the compost plots.  

3.6 Solids Concentration and Total Solids Loss 

 The first flush and average total solids concentration for each run were determined. The solids 

content of first flush indicated the erosion conditions as discharge first commenced from the plot. 

The average solids concentration was obtained by averaging the solids concentration of the seven 

successive samples following the first flush sample.  

     The solids concentration of the first flush from the compost plots were significantly lower than 

those from soil plots at 8 L/min inflow, confirming the observation that no or little surface flow 

occurred on the YWC and ECC plots under that low inflow condition. The solids in the first flush 

were compost particles drawn out by the water when it lifted up from underneath the surface of 

compost blanket near the plot outlet. This process effectively filtered the soil particles and prevented 

them from leaving the plot. The solids concentration of first flush from ECC plots increased with 

inflow from 12 to 20 L/min, but it showed no significant difference with that from soil plots. This 



 

was probably due to the greater amount of light compost particles washed away by the greater 

inflow and the fact that the soil layer was exposed at some points and hence some of soil particles 

were eroded quickly. The average solids concentration from both of the compost plots were less than 

from soil plots under the entire series of inflow rates proving the effectiveness of particle trapping 

and filtering of the micro-dams formed along the compost plots.  

The total solids lost for each run was calculated by summing the amount of solids lost from first 

flush and from the following flow. Under the low inflow conditions (8 and 12 L/min) no statistical 

differences of solids loss from composts and soil were observed, which was probably due to the lack 

of significant rill erosion occurred on the soil plots under this inflow condition. There was 

significantly greater amount of solids lost from soil plots than from compost plots under high inflow 

conditions (16 and 20 L/min), which indicated the effectiveness of composts in alleviating the 

severity of channel scouring and incision (Figure 7 and table 6). Under the high inflow conditions, 

micro-dams were formed on the compost plots and quickly blew out by the inflowing water behind 

them. At the end of the run, often there were continuous rills going along the plot either within or 

outside the pre-created channel. The soil layer was often exposed to the flow as the compost 

materials were eroded away in the rill. Besides scouring downwardly, a portion of water in the rill 

flowed laterally into the sidewalls as the compost materials had greater amount of micro pore space 

which allowed water to flow in it easily. Under a same inflow condition, the amount of water 

flowing in the compost rill was reduced thus the shear stress acting on the soil layer was less than the 

shear stress exerting by the flow on soil plots, resulting in a smaller amount of solids loss from 



 

compost plots compared to soil plots.  
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Figure 7. Total solids loss from there plots under the four inflow rates.  

 

 



 

Table 6. First flush solids content, average solids content and total solid loss from the three 

materials under four inflow rates. 

Inflow rate, 

L/min 
Material 

First flush solids 

concentration, g/kg 

Average solids 

concentration, g/kg 

Total solids loss 

kg 

YWC 3.63f ± 2.83 2.52e ± 1.73 0.24c ± 0.18 

ECC 15.75ef ± 13.52 40.78bcde ± 42.46 5.91c ± 7.14 8 

Soil 92.82de ± 32.87 72.93a ± 23.52 11.99bc ± 2.57 

YWC 48.66def ± 75.83 3.66de ± 2.35 0.79c± 0.58 

ECC 15.75ef ± 16.95 24.44cde ± 17.44 5.76c ± 5.08 12 

Soil 134.95bcd ± 31.80 54.54b ± 6.04 13.32bc ± 1.12 

YWC 10.10ef ± 10.79 13.07de ± 5.92 4.35c ± 2.08 

ECC 237.23ab ± 52.94 28.9cde ± 11.92 8.66bc± 3.42 16 

Soil 204.28abc ± 98.56 95.75a ± 26.84 35.48a ± 12.61 

YWC 120.46cde ± 109.00 43.10bcd ± 26.49 20.95b ± 15.81 

ECC 286.34a ± 14.79 30.60cde ± 12.33 11.67bc ± 4.78 20 

Soil 221.69abc ± 104.07 106.13a ± 27.40 46.79a ± 12.63 

[a] Treatments with same letter in a column were not significantly different at α = 0.05 using 

Ducan’s multiple range tests. 

3.7 Cover scenarios 

Inflow of 20 L/min was used for cover scenarios investigation. Flow velocity on soil plots 

covered by excelsior blankets was significantly less than the velocity on bare soil, as figure 8. Flow 



 

velocity on covered ECC plots was unable to determine due to water spread out across the whole 

plot instead of the concentrated on the pre-created channel. Time required to initiate discharge was 

significantly increased for cover scenarios on both soil and ECC plots (Figure 9). This increase was 

due to the intersection function of the excelsior to flowing force, encourage water to infiltrated into 

the materials on the plot. The total solids loss was significantly reduced with covered plot, as 

showed on figure 10.  
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Figure 8. Comparison of flow velocity for cover and uncover scenarios on bare soil plots 



 

0.42

5.21

10.67

0.92

0.00

2.00

4.00

6.00

8.00

10.00

12.00

Bare soil Soil +
Culex II

ECC ECC +
Culex II

Ti
m

e,
 m

in
ut

es

 

Figure 9. Comparison of time required to initiate discharge for cover and uncover scenarios on bare 

soil and ECC plots 
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Figure 10. Comparison of total solids loss for cover and uncover scenarios on bare soil and ECC 

plots 



 

4. CONCLUSIONS 

A field experiment was conducted to determine rill erosion processes and solids loss from two 

composts and a bare soil. There was a significantly greater amount of time required for compost 

plots to initiate discharge at plot outlet than soil plots indicating an improved ability of compost 

materials to hold or divert water compared to bare soil. This was verified by water balance that 

indicated that the compost plots retained more of the inflow. The process of rill evolution on 

compost plots presented a characteristic of micro-dams forming and encouraging filtering and 

deposition, which was the primary mechanism of preventing soil erosion. Through the formation 

and breaking of micro-dams, the entrained soil particles were trapped and deposited along the 

compost plots, resulting in less delivery of soil particles from upstream to downstream of a slope. 

Micro-dams formed along the compost plots was divert the flow into the compost matrix which 

greatly reduced flow velocity and thus decreased shear stress acting on the plot. Both types of 

compost showed significant reductions in solids loss compared to bare soil under the higher inflow 

conditions of 16 and 20 L/min. Plots cover by excelsior erosion control blankets seemed effectively 

reduced the solids loss compared to uncover scenarios. However, the decision of using both 

compost and excelsior blankets for erosion control on one site should be made under careful 

consideration of economic issue. 
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Background  

Regulation of flows in rivers is becoming a serious ecological problem. Dams 
restrict the downstream flow of water and of sediments and dissolved and suspended 
nutrients (Richter et al. 1997, Shannon et al. 2001) and the upstream and downstream 
movements of aquatic organisms that use the river corridors for migration (Gehrke et al. 
1995). However, perhaps most important to large floodplain rivers, dams alter the 
natural flood pulses to which organisms that occupy or use river floodplains are 
adapted, thus disrupting patterns of plant dispersal, establishment and growth, and of 
animal breeding and foraging (Junk et al. 1989, Poff et al. 1997, Ward et al. 1999, 
Jansson et al. 2000). Natural functions of large floodplain rivers are important to our 
society, not just because of their support of biodiversity but because humans derive 
substantial ecosystem service benefits from healthy, properly-functioning rivers (food, 
building material, water purification, flood mitigation, wildlife, soil maintenance, nutrient 
processing, coastal marsh maintenance, recreation, tourism)(Postel and Richter 2003, 
Dyson et al. 2003).   

Efforts have been initiated to restore flood pulses to some regulated rivers (e.g., 
Shannon et al. 2001, Postel and Richter 2003, The Nature Conservancy 2004). 
However, projects to restore functions to river-floodplain systems by returning flood 
pulses are based largely on speculation because many (most) hypotheses on the 
ecological effects of flood pulses remain untested and responses of river ecosystems to 
flooding go largely unmonitored. This is not desirable, because being wrong about 
environmental flow needs has two potentially large societal consequences. Either the 
ecosystem will not get what it needs and degrade, with associated loss of socially 
valued ecosystem services, or other potential human uses of the water will be 
unnecessarily curtailed or limited, with attendant social and economic disruption. Water 
managers struggle to balance a broad spectrum of human needs, and their decisions 
should be informed by well-documented evidence. Restoration attempts, especially the 
initial ones, should be based upon solid science and their success should be rigorously 
documented (Molles et al. 1998, Shannon et al. 2001, Middleton 2002; Poff et al. 2003). 
Only in this manner will water managers be able to evaluate the benefits of various 
water management options or scenarios.  

On the Savannah River, the US Army Corps of Engineers (Corps) owns and 
operates three large multi-purpose dams. It is difficult to exaggerate the degree to which 
the hydrology of the Savannah River has been modified. Under the flood management 



regime of the last 50 years, the 100-year flow is approximately the same size as the 
pre-dam 2-year flow. The current two-year flow (approximately 35,000 cfs) is one-third 
the size of the pre-dam 2-year flow (approximately 90,000 cfs). River-floodplain 
interactions probably have decreased commensurately. The altered flows and 
hydrographs undoubtedly have ramifications for the ecology of the Savannah River 
floodplain and estuary.  

 
Nature, scope, and objectives of this project 
The Nature Conservancy (TNC) and the Corps have entered into a national partnership 
to explore the potential for modifying Corps dam operations for ecological benefits while 
continuing to meet other human uses of water. The Savannah River is a major project 
focus, with both agencies working towards returning flood pulses to the lower river, at 
least on an experimental basis, as part of the Savannah Basin Comprehensive Plan 
(which assessed authorized uses of the river to determine if existing water management 
adequately addresses all stakeholder needs).  

In 2002, TNC and the Corps began a process to develop flow recommendations 
for the Savannah (Wrona et al. 2007). Over a series of workshops, almost 50 leading 
river, wetland, and estuary scientists from across the southeastern United States were 
convened and asked to develop expert-opinion recommendations on how to restore 
more natural-like river flow conditions to the Savannah River in order to rehabilitate 
floodplain and estuarine biotic communities. The resulting recommendations were, by 
intention, meant to support ecological values, with the understanding that the Corps 
would be assessing other interests through the comprehensive plan. Recommendations 
were developed for normal, wet, and dry years.  

The Corps is fully supportive of working to integrate the ecosystem flow 
recommendations into the existing set of water management priorities. A small pulse 
was released in March 2004 to facilitate sturgeon migration through a small lock and 
dam facility below Augusta. In October 2004, a large pulse (30,000 cfs) of tropical storm 
induced run-off was released through Thurmond Dam to inundate floodplains as 
recommended for wet years, and a second pulse was released in March 2005 in 
conjunction with heavy regional rains. In 2006, a single pulse was released in March. In 
2007, no water was released form the dam to create a flood pulse, however, a small 
natural pulse developed from heavy rainfall in early March. In 2008, low water 
conditions in reservoirs due to pronounced drought precluded release of any pulses, 
although natural pulses occurred in other non-regulated rivers of the region (e.g., 
Altamaha). Hopefully, wetter conditions in future years will permit new pulse releases 
down the Savannah in future years. The Corps has expressed interest in making 
adaptive, ecosystem-sustaining water management part of their standard practice. It is, 
however, critically important for all stakeholders that this is done in a scientifically 
credible manner.  

Invertebrates and fish are logical organisms to use in assessing biological 
responses of flood restoration in Savannah floodplains. Both groups are crucial 
ecologically, and both groups have been successfully used in bioassessment programs 
elsewhere.  The objective of this project is to empirically assess whether flow restoration 
is achieving the goal of restoring a more natural invertebrate and fish fauna on 
Savannah River floodplains.  



Study sites 
The upper Savannah flows through the Southern Appalachian and Piedmont ecoregions 
and the lower Savannah through the Atlantic Coastal Plain, with the city of Augusta, GA 
located at the Fall Line that divides the two regions and Savannah, GA near the mouth 
of the river at the ocean terminus. On the upper Savannah River, the Corps maintains 
three large dams that form Hartwell, Russell, and Thurmond reservoirs. Thurmond Dam 
was the first built, in 1954, and is located the furthest downstream, just above Augusta. 
All three dams are multi-purpose, being authorized for hydropower generation, flood 
control, recreation, water supply, and fish and wildlife habitat.   

The Corps will continue to seek to implement the flow recommendations for the 
Savannah River. Because weather patterns will change yearly, and the 
recommendations differ depending on precipitation patterns, this will result in numerous 
pulses of various magnitudes being released over the coming years. This variation will 
permit testing hypotheses addressing how biota respond to different kinds of flood 
pulses. A key challenge will be to gain an understanding of the necessary magnitude 
(size), timing, duration, frequency, and rates of rise and fall of the flood pulses that will 
generate a targeted ecological response. I will assess responses of invertebrates and 
fish to individual pulses. Over the longer term, I will assess responses on an annual or 
seasonal basis. Finally, over multiple years, I will measure overall community and 
functional recovery of the system, assessing whether invertebrate and fish communities 
are approaching reference standards.   

To field test hypotheses, I have selected a set of habitats spaced systematically 
along the length of the lower Savannah River (Figure 1). My first study station is located 
on the reach of the Savannah just below Augusta and the Thurmond Dam, adjacent to 
the Savannah River Site. The second site is along the mid-reaches of the lower 
Savannah in Georgia’s Tuckahoe Wildlife Area. The third site is along the lower portions 
of the river (above tidal influence) in South Carolina’s Webb Wildlife Area. When 
hypothesis tests require contrasts with a reference standard, I am using habitats in the 
nearby Altamaha River that are spatially paired to those in the Savannah (Figure 1).   

The Altamaha River is a useful reference because it shares many features with 
the Savannah in terms of size and geomorphology. Additionally, while no large river in 
the southeastern United States is free of human impacts, the Altamaha is perhaps the 
least regulated, most pristine large river system in the region. Importantly to this project 
is the fact that near-natural flood pulses still exist in the Altamaha. There are no dams 
along the 290 km length of the Altamaha. The Oconee and Ocmulgee River are the 
major tributaries of the Altamaha. The Ocmulgee also has no major dams along its 
length. Although two large dams occur on the Oconee River, they are managed using a 
pump-back system, where reservoirs remain near capacity. This practice reduces 
downstream baseflows but does not limit the magnitude of high water flood pulses 
through downstream habitats (what goes into these reservoirs must come out).  



 
Figure 1. Locations of study floodplains on the Savannah and Altamaha Rivers 
 
Hypothesis testing 
The timing, duration, and magnitude of floods play an integral role in the establishment 
and survival of animals on river floodplains. For fish, most of the biological activity in 
floodplains occurs during the winter and spring flood pulses. There is a pattern of high-
flows that, if provided to the river-floodplain section of the Savannah River, would 
increase fish production and potentially biodiversity via mechanisms associated with 
access to floodplain habitats and the “flood-pulse advantage”. These mechanisms 
involve a subsidy to aquatic foodwebs by nutrients derived from the floodplain, and 
availability of floodplain habitats favorable to fish reproduction and growth. Floodplain 
habitat availability to riverine fishes depends on the physical extent and duration of 
floodplain inundation. Additionally, the size of the “flood-pulse advantage” - the pulse-
induced increase in fish production per unit of water surface area - is hypothesized to 
depend on the rate of rise and fall of the flood-pulse, and pulse seasonality. Rapidly 
rising and falling pulses, which also tend to be short in duration, are unlikely to provide 
significant benefit to fishes. Pulses that occur when water temperatures are low also are 
less likely to benefit fishes than pulses that coincide with spawning and juvenile growth 
periods. Invertebrates in floodplains are influenced both by flood characteristics and 
fish. Wellborn et al. (1996) hypothesize that relative water permanence and fish 
presence or absence are the major factors structuring aquatic animal communities in 
lentic habitats. 

I expect fish and invertebrate community changes that reflect the increase in 
frequency and duration of high flow events, and these changes should affect trophic 
dynamics of the animal community. Fish response to pulses are being assessed by 
sampling communities during flood events at the 3 Savannah and 3 Altamaha 
floodplains using electrofishing.. Community composition, individual size, and diet of fish 
are all useful measures for testing hypotheses. Invertebrate community composition are 
being assessed at each of the 6 floodplains using core sampling. Because aquatic 
invertebrate communities develop in precipitation-filled backswamp habitats, even in the 
absence of flood pulses, invertebrate sampling is being conducted in both wet and dry 



years, and not only during pulses. Invertebrates samples are collected soon after 
floodplains begin to hold water (December-February) to ensure rapid developing, 
aestivating forms are collected, and again in April to collect later colonizers and forms 
that develop slowly. 

 
Impacts of flood pulses   
Hypothesis 1. The small size and short duration of post-dam flood pulses has limited 
fish access to floodplains. A major question concerning the benefits of restoring pulses 
to the Savannah River is whether prescribed pulses will be of sufficient size and 
duration, and appropriately timed, to provide significant benefit to fishes. The area of 
floodplain inundated, as well as the rise, fall and duration of any particular pulse event 
likely varies geographically depending on floodplain morphology and drainage 
conditions. An individual flood pulse of sufficient magnitude and timed when fish are 
positioned to move into floodplains (spawning periods) has the potential to distribute fish 
across a greater portion of the floodplain. 
 
Preliminary findings: Fish communities occurring on both Savannah and Altamaha 
floodplains comprise only a relatively small portion of the species present in the river. 
Collections have been dominated by various centrarchid species, mosquitofish, and 
assorted other typical wetland fish (Table 1). I have observed minimal movements of 
fish onto floodplains that were not already adapted to wetlands.  
 

Table 1. Fish collected

Dominant fish species 
• Mosquitofish (Gambusia spp.)
• Warmouth (Lepomis gulosus)
• Chain and Grass pickerel (Esox niger, E. 

americanum)
• Pirate perch (Aphredoderus sayanus)
• Bullhead (Ameiurus spp. )
• Coastal shiner (Notropis petersoni)
• Flier (Centrarchus macropterus)
• Bluegill (Lepomis macrochirus)

 
 

Our sampling indicates that pronounced differences in fish communities do not 
currently exist between the Savannah and Altamaha Rivers (Figure 2).  However, the 
upper most sampling site on the Savannah (Sav 1, Yuchi WMA, Figure 2), supports an 
aberrant fish fauna in comparison to other sites on the Savannah and sites on the 
Altamaha.  Perhaps indicating that flood pulses affect fish community structure, the 
2005 fish community at Sav 1, prior to any significant pulses, deviated the most strongly 
from other sites (only pygmy sunfish were collected), but after the large flood pulse in 
2006, the community there became much more like other sites, and then in 2007, when 
pulses were minimal, the community again reverted towards its earlier condition .   
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Figure 2. Fish community comparisons (NMS ordination) among 6 study floodplains over 3 years. 
 
Hypothesis 2. An individual flood pulse of sufficient magnitude could enable predatory 
fish to exploit invertebrate resources on the floodplain (both aquatics and stranded 
terrestrials).   
 
Preliminary findings: Mostly aquatic invertebrates have been found in fish guts thus far, 
with microcrustaceans (Cladocera and Ostracoda), asselid Isopoda, Chironomidae 
midge larvae, and Dytiscidae beetle larvae and adults occurring most commonly and in 
the greatest numbers. I do not yet have sufficient information to assess whether 
foraging patterns on the Savannah and Altamaha differ. 
 
Hypothesis 3. Fish reproduction will only be successful if water remains ponded on 
floodplains for periods sufficient for development, and that floodplain connections are 
maintained at least periodically to permit fish larvae to return to the river. Flood pulses 
must provide dual service to fish of providing access to the floodplain and an escape 
route, so one pulse is required when fish are ready to spawn and at least one more 
when fish larvae are ready to return to the river. 
 



Preliminary findings: Because the fish fauna is dominated by wetland taxa (see above), 
it is unclear whether successful reproduction requires annual egress from the floodplain. 
I have detected most of the fish commonly caught during floods persisting in shallow 
backwaters long after floods have subsided (e.g., October 2006). I am developing a 
hypothesis that fish success in floodplains is not only dependent on the connectivity 
between the floodplain and the main channel, but also by connectivity with semi-
permanent backwater habitats.  If this is true, then the impacts of past flow regulation on 
the fish community on Savannah floodplains may have been buffered by the 
persistence of backwater habitats.  
 
Hypothesis 4. The small size and short duration of post-dam flood pulses has probably 
affected invertebrate communities because species unable to complete development 
rapidly were inhibited. Conversely, small and short duration flood pulses have probably 
benefited some invertebrates because some predatory fish have been excluded. Pulse 
restoration should allow more invertebrates to successfully reproduce and complete 
development before the floodplains dry, although populations tolerant of short duration 
hydroperiods but susceptible to fish predation may decline.  
Hypothesis 5.  Low nutrient and mineral inputs from a lack of over-bank flooding may be 
limiting invertebrate productivity on Savannah floodplains, and water-borne chemicals 
associated with flood waters may affect invertebrate productivity.   
 
Preliminary findings: Data thus far indicate that invertebrate communities in the 
Savannah and Altamaha River differ. In an ordination plot (Figure 3), invertebrate 
communities in Savannah River floodplains tend to congregate in the lower left section 
of the plot, and communities in Altamaha floodplains congregate in the uppr right portion 
of the plot.  The most aberrant invertebrate faunas on the Savannah occurred in site 1, 
which also had an aberrant fish fauna.  Like for fish, there is some evidence that the 
2006 pulse influenced Savannah floodplain invertebrate communities because 
collections from all three floodplains occur toward the upper right of the plot, among the 
set of Altamaha collections. 
 
Hypothesis 6. Fish and invertebrate communities on the Savannah should shift over the 
years to become more similar to those communities occurring in non-regulated systems. 
Animal communities will be affected by both flooding and structural and compositional 
changes in the vegetative community brought about by changing hydrology.  
 
Preliminary findings:  It is too early to assess responses over longer terms. However, 
early evidence suggests that flood pulses might be effective at controlling fish and 
invertebrate community structure (see 2006 data in Figures 2 and 3), and that a failure 
to maintain pulses (as in 2007 and 2008) might cause communities to revert.  
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Figure 2. Invertebrate community compositions in Altamaha (Alta) and Savannah (Sav) floodplains.  The 
first numbers indicate the floodplain number (Figure1) and the second the year.  
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EXECUTIVE SUMMARY 

 

 

The Curve Number Method developed and supported by the U.S. Natural Resource 

Conservation Service (NRCS) should only be used with exceptional professional care to 

estimate runoff from ungaged forested watersheds in the mountains and piedmont of North 

Georgia and throughout the Appalachian Mountains. Not only are the NRCS tabulated curve 

numbers for woods very questionable, the Method has never been formally adapted to 

estimate forest runoff. Thus, any runoff estimates for hydrologic design and analysis should 

be independently confirmed using measurements or alternative methods. 

Even when curve numbers were calibrated with measured rainfall and runoff for five 

mountainous or hilly forested watersheds, the accuracy of the resulting estimates of runoff 

could not be consistently confirmed as accurate. Some of the inaccuracy arises from the large 

uncertainty and poorly understood limitations of the Method. Curve numbers of 80 percent of 

the selected North Georgia watersheds, once thought to be constant, are affected by the 

magnitude of rainfall events. Some Georgia watersheds may experience seasonal variability 

in curve numbers. For many land uses, different curves number may be necessary for 

different hydrologic design return intervals such as once in ten years versus once in one 

hundred years. Because the Curve Number Method will continue to be used in practice until 

a simplified alternative is developed, practitioners should also carefully confirm locally 

calibrated curve numbers to estimate design runoff. This is especially true when loss of life 

and property are at significant risk in hydrologic design and analysis. But overly conservative 

design should be avoided as well. Estimates are that drainage infrastructure may be already 

be over designed by billions of dollars annually using the Method. 

The Curve Number Method is widely used to estimate runoff from rainfall on 

ungaged watersheds because of the simplicity and convenience. Formulated in 1954 from 

data no longer available, the runoff equation only requires the selection of one parameter, the 

curve number. This index can be cross referenced to land use and condition and the U.S.-

mapped hydrologic soil group in an office setting. Due to simplification, some hydrologic 

processes are ignored, especially the unique variable saturation areas that control forest 

runoff. For future develop of new simplified methods of runoff estimation, many advances in 

remote sensing, use of geographical information systems, and digital terrain modeling are 

also missing from the 1954 technique. Finally, a few procedures to determine curve numbers 

still need to be tested and optimized for general use. 

The Georgia watersheds selected for this investigation were the Chattahoochee near 

Leaf, Chattooga near Summerville, Chestatee near Dahlonega, Middle Oconee near Athens, 

and Toccoa near Dial. Rainfall and runoff data compiled in 1965 by the U.S. Geological 

Survey were used to test the Curve Number Method in North Georgia where forested 

conditions have not changing too much. Watershed soil type and land use information were 

available from other federal agencies to make preliminary selections of NRCS tabulated 

curve numbers until the full extent of forest coverage and condition can be confirmed for 

1914 to 1960 from archival searches. 
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INTRODUCTION 
 

 

The Natural Resources Conservation Service (NRCS 2001) Curve Number Method is 

one of the most widely used techniques in watershed hydrology. The extensive use of this 

semi-empirical, rainfall-runoff relationship is based on convenience and simplicity. 

Applications involve three easily obtained watershed characteristics (Rallison and Miller 

1981): (1) hydrologic soil group, (2) land use and treatment, and (3) surface condition. The 

curve number runoff equation introduced in 1954 (NRCS 2001), was derived from 

approximately 10 years of rainfall-runoff data collected on small experimental watersheds 

and plots less than 1 square mile in size with a unique hydrologic soil group and land use 

(Yuan et al. 2001). 

The 10 years of data are thought to have been collected almost exclusively from 

agricultural and rangeland applications nationwide (Nachabe 2005) but dominated by 

experimental erosion control facilities near the Great Plains Dust Bowl—Texas, Oklahoma, 

Colorado, and Kansas. Only one watershed may have been covered with some type of trees. 

The Coshocton, Ohio watershed studies [www.ars.usda.gov/Aboutus/docs.htm?docid=8680] 

started in 1936 seem to have provided the longest record of data available in 1954; 

approximately 18 years. The information about the empirical underpinning and thus most of 

the scientific basis of the Curve Number Method is limited because the 1954 development 

files are missing (McCutcheon et al. 2006). 

Although the scientific basis is largely missing and undocumented, much analysis and 

discussion of the Curve Number Method has been published (e.g., Hjelmfelt 1980, Hjelmfelt 

et al. 1982, Rallison and Miller 1982, Hawkins 1984, Chong and Teng 1986, Wilcox et al. 

1990, Hauser and Jones 1991, Svoboda 1991, Graber 1992, Miller and Cronshey 1992, 

Hawkins 1993, Harbor 1994, Steenhuis et al. 1995, Bonta 1997, Kokkonen and Jakeman 

2001, Yuan et al. 2001, Mishra and Singh 2002, McCutcheon 2003, Garen and Daniel 2005, 

Hawkins et al. 2005, Jacobs and Srinivasan 2005, Michel et al. 2005, Schneider and McCuen 

2005, Woodward et al. 2005, McCutcheon et al. 2006). In particular, Ponce and Hawkins 
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(1996) critically examined this Method, discussed the empirical basis and limitations, 

identified capabilities and uses, and suggested further development. Hjelmfelt (1991), 

Hawkins (1993), Bonta (1997), and several others have suggested new procedures for 

determining curve numbers from measured rainfall and runoff volumes. Yuan et al. (2001) 

among others modified the Method in order to estimate subsurface drainage flow from 

rainfall. Mishra and Singh (2002) customized the Method for computing infiltration and the 

rainfall-excess rate. Mishra and Singh (2004) investigated initial abstraction, provided a 

criterion for applicability, and extended the application of the Method to compute infiltration 

and runoff rates, but none of these infiltration approaches have been sanctioned by the 

NRCS. Mishra et al. (2006) proposed coupling the Curve Number Method with the Universal 

Soil Loss Equation for estimating rainstorm-generated sediment yield from a watershed. 

Indicative of the extensive use, more than a quarter of 22 book chapters edited by 

Singh and Frevert (2002) present mathematical models of watershed hydrology based on the 

curve number approach. Much of the use evolved after the Curve Number Method was 

extended starting circa 1964 to urban runoff design and forecasting (NRCS 1998). As a 

result, the method has become a widely used engineering tool to estimate runoff from 

ungaged urban areas, rangeland, and other agriculture-dominated watersheds. By contrast, 

the Curve Number Method has never been formally extended to estimate forest runoff and 

performs poorly for forested watersheds (Hawkins 1984, 1993). The 12 tabulated NRCS 

(2001) runoff curve numbers for “Woodlands” and 12 for orchards are rumored to be 

extrapolated from rainfall-runoff data from just one wooded plot or watershed. In recent 

years other limitations such as these have become even more obvious, probably because the 

science of rainfall-runoff modeling has progressed beyond what a lumped approach with a 

single parameter can do (Golding 1997, Smith 1997). 
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STATEMENT OF PROBLEM 

 

 

The accuracy of the Curve Number Method has not been thoroughly determined 

(Ponce and Hawkins 1996, McCutcheon et al. 2006) and empirical evidence suggests that 

with the current NRCS (2001) curve number table, hydrologic infrastructure is being over-

designed by billions of dollars annually (Schneider and McCuen 2005). Furthermore, use of 

the Curve Number Method to simulate runoff volume from forested watersheds would likely 

result in an inaccurate estimate of runoff volume from a given volume of rainfall (Ponce and 

Hawkins 1996, McCutcheon 2003, Garen and Moore 2005, Schneider and McCuen 2005, 

Michel et al. 2005, McCutcheon et al. 2006). 

A large body of work evaluates the curve number procedure and identifies some of 

the weakness in forecasting runoff volume from a given watershed. From the extensive work, 

questioning of the physical basis of the curve number concept began very soon after the 

Curve Number Method was published in the National Engineering Handbook (Garen and 

Moore 2005). Most troubling, the Method has been criticized as an obsolete, simplified 

methodology that does not adequately represent typical hydrological responses (Ponce and 

Hawkins 1996). The primary weakness identified is that the semi-empirical Curve Number 

Method is based on a single parameter (maximum potential retention S) that attempts to 

composite the effects of several important hydrological processes (Garen and Moore 2005). 

One of the several problems (Ponce and Hawkins 1996, King et al. 1999) is that the Method 

does not contain any expression for time and as a result ignores the impact of rainfall 

intensity and other dynamic processes like evapotranspiration. 

Both the maximum potential retention S (Miller and Cronshey 1992, Graber 1992) 

and the actual retention F are somewhat nebulous in terms of physical watershed properties 

(McCutcheon et al. 2006). The maximum potential retention S seems to depend on soil 

texture, porosity, and infiltration rates, and land cover and treatment (Hjelmfelt 1980) but 

none of these potentially quantifiable relationship have been defined.  
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Tabulated NRCS (2001) curve numbers used to estimate watershed rainfall-runoff 

response are based on some of the factors associated with landscape retention of water. The 

factors involved were partially captured using rainfall-runoff data from mostly small 

agricultural watersheds and plots in the U.S. Great Plains and Midwest where Hortonian 

runoff seems to occur from rainfall rates exceeding the soil infiltration capacities (Nachabe 

2005). Thus, the curve number rainfall-runoff relationship implicitly seems based on runoff 

generation by infiltration excess and the similarity of the runoff equation with the Horton 

(1933) infiltration equation. Nevertheless, Victor Mockus (Ponce 1996) concluded that 

saturation excess was probably the runoff mechanism best represented by the Curve Number 

Method, but it seems no attempt has been made to relate the form of the curve number runoff 

equation by parameterization to either infiltration excess or saturation excess runoff (Garen 

and Moore 2005). The Method is based rainfall and retention amounts rather than rates, 

suggesting a conceptual basis of saturation excess instead of infiltration excess (Steenhuis et 

al. 1995). Until the poor runoff estimates for humid forested watersheds (Hawkins 1984, 

McCutcheon et al. 2006) and other types of watersheds are better understood and the runoff 

equation related to Hortonian runoff processes and variable saturated source areas, applying 

the curve number technique will continue to be a difficult professional task. 
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BACKGROUND 
 

 

Derivation of the Curve Number Method 

In 1954, the Small Watershed Act, PL-566 was passed by the U.S. Congress. To 

manage this federal flood control program, the U.S. Soil Conservation Service (SCS), 

renamed the NRCS in 1994, required a consistent runoff estimation procedure for ungaged 

watersheds that could be applied nationwide and based on available data in a typical office. 

However, the approaches available in 1954 for runoff estimation by Sherman (1949) and 

others were mostly limited to watersheds instrumented with rain gages and stream flow 

gages. Yet, most of the calculations required of the SCS programs were for ungaged 

watersheds. The rainfall-runoff relations developed by Mockus (1949) and Andrews (1954) 

were somewhat generalized and did not require a stream gage in the watershed. Thus, their 

work was the basis for the generalized SCS Curve Number Runoff Equation. These SCS 

investigators expressed the relationship between rainfall and runoff as follows: when the 

cumulative natural runoff is plotted versus cumulative natural rainfall, runoff starts after 

some rainfall has accumulated; the line relating rainfall to runoff becomes asymptotic to a 1:1 

sloping straight line (a line parallel to the line defining when the cumulative rainfall and 

cumulative runoff volumes are equal). 

Estimation of runoff depth Q from rainfall depth P using the NRCS (2001) Curve 

Number Method is well established in hydrologic and environmental impact analyses for 

urban and agricultural land use (Ponce and Hawkins 1996, Garen and Moore 2005, Michel et 

al. 2005, Schneider and McCuen 2005). Implicit in the reasoning of Mockus (1949) and 

Andrews (1954), the curve number runoff equation can be derived from a watershed water 

balance for a storm event written as  

QFIP a ++=  (1) 

where P is the storm event rainfall; Ia is the initial abstraction (includes interception, 

depression storage, and infiltration losses prior to ponding and the commencement of 
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overland flow); F is the cumulative watershed retention of water; and Q is the total runoff 

from the rain event. The abstraction and retention parameters are typically expressed in 

depths of inches or millimeters from the original volumes being normalized on a watershed 

unit area basis. Equation (1) is a simple continuity relationship introduced to determine the 

runoff for an event of sufficiently limited duration so that evapotranspiration is negligible 

(Yuan et al. 2001). Victor Mockus (Ponce 1996) hypothesized that the ratio of actual runoff 

to the maximum potential runoff (expressed as rainfall P minus initial abstraction Ia added 

later by the SCS over the objections of Mockus) is equal to the ratio of the actual retention of 

water during a rainstorm to maximum potential retention S in a catchment (Ponce and 

Hawkins 1996) or 

S

F

IP

Q

a

=
−

 (2)  

The maximum potential retention S has been hypothesized to be a constant for a watershed as 

long as land use and cover, and initial soil moisture are unchanged so that the maximum 

amount of water that can be retained does not change. However, the maximum potential 

retention S varies some from storm to storm. Variation in the maximum potential retention S 

occurs because of the variation in the initial soil moisture content and position of the water 

table, which in turn are mainly a function of previous rainfall and infiltration rates (Yuan et 

al. 2001), and between storms, a function of evapotranspiration. The actual retention F, the 

difference between excess rainfall P and runoff Q at any time during the event, varies during 

a storm (Yuan et al. 2001); whereas the maximum potential retention S does not vary during 

the event.  

To reduce the number of unknown parameters (3) in Equations (1) and (2), the SCS 

hypothesized that 

SIa λ=  (3) 

where λ is the initial abstraction ratio or coefficient. A relation between the initial abstraction 

Ia and maximum potential retention S has not been defined theoretically or conceptually. 

Since the 1954 development, a linear relationship [Equation (3)] has been used (NRCS 2001) 

to avoid an independent estimation of initial abstraction. Equation (3) was tenuously justified 
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circa 1954 on the basis of daily measurements of rainfall and runoff, not event 

measurements, on watersheds less than 10 acres in size (NRCS 2001). The estimates of the 

initial abstraction Ia and maximum potential retention S based on daily measurements was 

very uncertain; only 50 percent of the values of λ, the ratio of abstraction to maximum 

potential retention was within the wide range of 0.095 to 0.38 (NRCS 2001). From this wide 

range, the SCS selected a representative initial abstraction ratio λ = 0.2. Subsequent event-

based studies throughout the world have not significantly narrowed the range of λ--varying 

between 0.0 and 0.38 (Ponce and Hawkins 1996). Nevertheless, more representative values 

have been derived that seem to be less uncertainty for some types of watersheds (Hawkins et 

al. 2005). 

To put the difficult SCS choice in perspective, Victor Mockus (Ponce 1996) agreed 

with changing the original value of λ = 0.2 to 0.1 or 0.3, or any other value, if the data under 

consideration warranted. Mockus said that the Method was developed for events, but the 

determination of λ = 0.2 was based on daily measurements of rainfall and runoff because 

these were the only data available in large quantities as of 1954. Unfortunately, the ratio of 

0.2 is impractical to change. Such a change requires that the tabulated curve numbers (NRCS 

2001) be changed, but the original data used to derive the tabulated curve numbers no longer 

can be located in the files of the NRCS. 

Victor Mockus (Ponce 1996) further notes that the Method was not intended to be 

used to estimate the rate of infiltration, but rather of the total volume of retention for a given 

event. Mockus also added that the Method was supposed to estimate an average trend or 

typical runoff volume and not the response of specific individual storms, which could deviate 

from the average or typical. 

As the Method is currently practiced, runoff can be computed using the tabulated 

curve numbers based on the land use and condition, hydrologic soil group, and the rainfall 

depth from combining Equations (1) and (2) as 

( )
SIP

IP
Q

a

a

+−
−

=
2

 (4) 
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Equation (4) is valid for precipitation P > Ia. For P < Ia, Q = 0 such that no runoff occurs 

when the rainfall depth is less than or equal to the initial abstraction Ia. With initial 

abstraction included in Equation (4), the actual retention F = P – Q asymptotically 

approaches a constant value of S + Ia as the rainfall increases. 

Using the value of λ = 0.2, Equation (4) becomes 

( )
( )SP

SP
Q

8.0

2.0
2

+

−
=   for   P > 0.2S 

Q = 0  for  P ≤ 0.2S (5) 

Equation (5) contains only one parameter (maximum potential retention S), which varies 

conceptually between 0 and ∞. For convenience in practical applications, maximum potential 

retention S is defined in terms of a dimensionless parameter CN (curve number) that varies 

over the more restricted range of 0 < CN < 100 

10
1000

−=
CN

S   ⇒  
10

1000

+
=
S

CN  (6a) 

or 

254
40025

−=
CN

S  ⇒
254

40025

+
=
S

CN  (6b) 

The numbers 1000 and 10 (in inches) as expressed in Equation (6a) or 25 400 and 254 (in 

millimeters) as expressed in Equation (6b) are arbitrarily chosen constants having the same 

units as the maximum potential retention S.  A curve number equal to 100 represents a 

condition of zero potential retention (S = 0), which theoretically occurs for a completely 

impermeable watershed. Conversely, a curve number equal to 0 represents a theoretical upper 

bound to the watershed potential retention (S = ∞), which occurs on an infinitely abstracting 

watershed (Yuan et al. 2001). If an event rainfall depth and the curve number CN of a 

watershed are known, the runoff volume can easily be calculated based on Equations (5) and 

(6). 
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Watershed curve numbers are estimated by cross referencing land use, hydrologic 

condition, and hydrologic soil group for ungaged watersheds in standard tables (NRCS 2001) 

or calculated for gaged watersheds by algebraic rearrangement of Equations (5) and (6) as 

( ) 105425

1000

2
1

2 +



 +−+

=
PQQQP

CN  (7a) 

or 

( ) 2545425

40025

2
1

2 +



 +−+

=
PQQQP

CN  (7b) 

Measured pairs of rainfall volume P and runoff volume Q from an individual storm event are 

used with Equation (7) to determine the watershed curve number CN. The measured rainfall 

and runoff are expressed in inches or millimeters for Equations (7a) and (7b), respectively. 

 

Categorization of rainfall-runoff equations 

Rainfall and runoff relationships have been a prime focus of hydrological research for 

several decades, resulting in an abundance of proposed concepts and computer models. 

Following Beck (1991), these can be classified as empirical, conceptual, or physics-based 

rainfall-runoff equations or models. The more types of data, concepts, or process descriptions 

that are included in the equations the higher the risk of over-parameterization. The associated 

effects of parametric uncertainty in hydrologic modeling are extensively documented in the 

literature (e.g., Johnston and Pilgrim 1976, Spear et al. 1994, Freer et al. 1996). 

Metric or empirical equations 

Empirical equations exclusively characterize runoff based on existing observations 

without consideration of hydrologic processes and theory (Kokkonen and Jakeman 2001). 

The unit hydrograph, based on the assumption of linearity between rainfall excess and 

streamflow, is the most applied, metric rainfall-runoff technique. Although the NRCS (2001) 

Curve Number Method has been viewed by some as an empirical approach (e.g., Kokkonen 

and Jakeman 2001), the Method is partial based on the first principle, conservation of water 
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in the form of a watershed water balance and hence should be categorized as semi-empirical 

due to the use of Equation (3). 

Conceptual equations 

Conceptual approaches describe the hydrological processes perceived to be of 

importance as simplified conceptualizations. This usually leads to a system of interconnected 

storages, which are recharged and depleted by appropriate component processes of the 

hydrological cycle (Kokkonen and Jakeman 2001). Several concept-based watershed models 

have been developed, including the Stanford Watershed Model (Crawford and Linsley 1966), 

the Tank model (Sugawara et al. 1983), the Boughton (1984) model, MODHYDROLOG 

(Chiew and McMahon 1994), and Hydrologiska Brya¨ns Vattenbalansavdelning (Bergstro¨m 

1995).  

Physics-based models 

Physics-based models mimic the hydrological processes of a watershed with the 

conservation laws for mass and momentum, which has state variables and parameters that are 

measurable in the field (Beven 1983). The governing partial differential equations are 

normally solved numerically by applying finite difference or finite element computational 

schemes. Freeze (1972) developed the first such model, in which finite differences were used 

to solve the Richards equation for unsaturated flow in two dimensions to represent hill-slope 

processes. Later, models such as the Institute of Hydrology Distributed Model (Beven et al. 

1987) and the Systėme Hydrologique Europėen (Abbott et al. 1986, Bathurst 1986) were 

developed with essentially similar mathematical formulations. 

Physics-based models are appealing because of the mathematical representation of 

hydrologic phenomenon. Runoff is generated by rainfall and controlled by the catchment 

topography, soil, vegetation cover, and depth to the water table. Most of these characteristics 

vary over multiple spatial and temporal scales, often resulting in a complex, nonlinear 

relation between rainfall and runoff. While simplicity is a noted advantage of the lumped-

parameter conceptual approach (Ponce and Hawkins 1996), successful applications of 

spatially distributed models continue to be hampered by (1) the large heterogeneity in hydro-

morphological characteristics of a catchment and (2) the poor spatial resolution of available 
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data (Garbrecht and Martz 1994, McMaster 2002). In reality, the formulations of the 

conservation equations remain approximate and thus must also use some empirical and 

conceptual relationships for parameter estimation (Wilcox et al. 1990). The more extensive 

the heterogeneity and use of empirical relationships, the more extensive the data 

requirements and computational demands (Beven 1989, Binley and Beven 1989, Grayson et 

al. 1992). 

Coarse discretization of watersheds to reduce computational demands blurs the 

distinction between conceptual and physically based models. Finer scale conceptual, lumped-

parameter models can approximate runoff response as well or better than some distributed 

models (Beven 1989, O’Connell 1991, Ponce and Hawkins 1996, Garbrecht et al. 2001).  

More recent evidence indicates that catchment heterogeneity is fractal in nature 

(Schuller et al. 2001, Tennekoon et al. 2003), thus these characteristics continue to exhibit 

variability at small scales. Therefore, many argue (e.g., Nachabe and Morel-Seytoux 1995) 

that a distributed model is unlikely to resolve all heterogeneity at all scales, and that this 

approach must lump parameters at some computational scale. 

 

Uses of the Curve Number Method 

The NRCS (2001) Curve Number Method is widely used for estimating watershed 

runoff from rainfall in engineering design (Jacobs et al. 2003). The extensive use of the curve 

number technique follows from the simplicity that lumps the complexity of runoff generation 

into a single watershed parameter, the maximum potential retention S that is easily converted 

mathematically to a curve number CN (Nachabe and Morel-Seytoux 2005). However, the 

simplicity of a single, lumped parameter introduces great uncertainty to estimates of runoff. 

Ponce and Hawkins (1996) attribute the ambiguity of the Method to several characteristics, 

including (Jacobs, et al. 2003).  

• Use of arbitrarily limited measures of watershed characteristics lumped into the 

single parameter, the maximum potential retention S 

• Lack of peer reviewed justification and explanation of the simplified procedures 

necessary to consistently determine runoff for engineering design 
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• Significant agency support manifested as publication in the National Engineering 

Handbook (NRCS 2001) 

Despite the limitations, the NRCS (2001) Curve Number Method is used to (1) estimate 

runoff from ungaged watersheds, (2) evaluate the effect of changes in land use and treatment 

on direct runoff, and (3) parameterize rainfall-runoff relationships in watershed simulation 

models. 

Runoff estimation 

The original intent and currently the dominate use of the NRCS (2001) Curve 

Number Method is to determine how much of a given rainfall typically becomes surface 

runoff given limited information on watershed conditions. Soil types and conditions, and land 

uses are combined to provide a lumped parameter for the site (the curve number), which is 

then used to estimate the typical runoff depth from a given rainfall depth using semi-

empirical relationships (NRCS 2001). The typical runoff is used to design structures for (1) 

water storage and flood control and (2) to minimize soil erosion. 

Analyses of land use changes 

Land use changes from urbanization, deforestation, and varying intensification of 

agriculture, among other changes significantly increase impervious area and limit soil 

infiltration and porosity to increase surface runoff (Leopold 1968, Dunne and Leopold 1978). 

Although the hydrologic impact of land-use change is usually assessed in terms of the 

increased peak discharges, other important impacts occur (Goudie 1990). One impact is an 

increase in surface runoff volume, which must be known to design flood retention practices 

and to understand groundwater recharge for water management (Harbor 1994). Despite the 

availability of hydrologic models and the clear need for local planners to provide estimates of 

the hydrologic impacts of land use change, rainfall-runoff analyses are rarely included. For 

example, the TR-55 Model (NRCS 1998) is used extensively in flood plain mapping, but 

rarely used by planners to estimate the impact of land-use change on typically expected storm 

peak flows or volumes (Harbor 1994). 

With several years of daily rainfall data, soil types, and present and planned land use, 

the hydrologic impact of land-use change can be estimated. With the simple Curve Number 

Method, some changes in runoff expected from alternative land-use scenarios can also be 
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assessed simply by changing the curve number used in the analysis. Although not accurate 

enough for forecasting or analyzing specific hydrologic events, the Method is simple to apply 

and can produce a result that may be appropriate for local planning (Harbor 1994). 

Accurate satellite mapping of vegetation cover over large areas has become vital to 

monitor land-use changes at the spatial and temporal resolution necessary to define changes 

in runoff. The NRCS (2001) curve number tables can be used to estimate changes in flooding 

due to changes in the state of the watershed, particularly changes in the land use and 

vegetation cover. 

Parameterization of watershed models 

Originally developed to estimate runoff from ungaged watersheds (NRCS 2001), the 

Curve Number Method has been incorporated into a number of watershed models worldwide 

(Woodward et al. 2002). The Curve Number Method is used in  

• Water balance and storm routing models (Yu et al. 2001, De Michele and Salvadori 

2002) 

• Water quality models (Rode and Lindenschmidt 2001) 

• The Chemicals, Runoff, and Erosion From Agricultural Management Systems 

(CREAMS, Knisel 1980) 

• The Erosion Productivity Impact Calculator (EPIC, Sharpley and Williams 1990) 

• The Simulator for Water Resources in Rural Basins (SWRRB, Williams et al. 1985, 

Arnold et al. 1990) 

• The Soil and Water Assessment Tool (SWAT, Arnold et al. 1993) 

• The Agricultural Non-Point Source Pollution Model (AGNPS, Young et al. 1989) 

• The Generalized Watershed Loading Functions for stream-flow nutrients (GWLF, 

Haith and Shoemaker 1987) 

• Coupled meteorological and hydrological models (Yu et al. 1999) 

• Crop growth models (Irmak et al. 2001) 
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Incorporation in models occurred despite the limited scope of intended applications and 

several problems identified with the Curve Number Method including the lack of a scientific 

basis from the missing records and lack of early peer review (e.g., Ponce and Hawkins 1996, 

McCutcheon et al. 2006). 

 

Runoff generation 

Infiltration-excess overland flow 

When rain falls faster than the infiltration rate of the soil, the excess flows over the 

surface (Horton 1933) and is termed Hortonian or infiltration-excess overland flow (Kirkby 

1985). Infiltration-excess overland flow occurs on disturbed or sparely vegetated areas in 

subhumid and semiarid regions (Wolock 1993). Two conditions produce Hortonian flow 

(Freeze 1980) 

• Delivery of precipitation to the soil surface in excess of the permeability of the 

surface soil 

• Duration of rainfall longer than the time required to saturate the surface of a given 

initial soil moisture profile (ponding time) 

Rainfalls of small to moderate size on some soils and land covers can produce runoff; 

however, comparison of saturated permeability values and rainfall intensity-duration curves 

for unfrozen soils in humid areas in eastern North America demonstrated that generation of 

Hortonian flow typically is restricted to high intensity, long duration rainfalls (Freeze 1972).  

Nevertheless, Bonell and Williams (1986) showed on gently sloping semiarid tropical soils 

that Hortonian flow can be expected for a wide range of rainfall intensities because the 

surface is continually changing due to both biological activity and raindrop impact. 

Saturation-excess overland flow 

Overland flow also occurs where the soil is saturated and any further rainfall, even at 

low intensities, causes runoff, which is termed saturation-excess overland flow. The rise in 

the water table occurs because of percolation to the water table, and the subsequent down 

slope movement of water in the saturated subsurface (Wolock 1993). The extent of surface 



15 

saturation from a rising ground water table fluctuates in response to changes in catchment 

wetness over time. The resulting temporal variations in the extent of surface saturation in a 

catchment together with return flow, is the variable source area concept (Hewlett and Hibbert 

1967, Hewlett 1969, Freeze and Cherry 1979). Saturation-excess overland flow can arise 

from direct rainfall on the saturated land surface areas or from return of subsurface water to 

the surface in the saturated areas (Dunne and Black 1970). Saturated surface areas commonly 

develop near existing stream channels and expand up slope as more water infiltrates and 

moves down slope (Wolock 1993). But saturated areas may dynamically evolve in hill side 

depressions or hollows (Dunne et al. 1975) and occasionally trigger mass wasting on steep 

slopes. Variations in the size of the source area are dictated by topography; soil type, 

antecedent moisture, and storage capacity; and rainfall duration and intensity (Chorley 1978, 

Beven and Kirkby 1979). 

In temperate forested watersheds, forest soils typically have a large infiltration 

capacity due to the presence of vegetation and a thick organic horizon supported by 

decomposing vegetation on the surface. These features protect the surface from compaction 

by raindrop impact and root biomass maintains the highly permeability and infiltration 

capacity of the surface soil (Mulungu et al. 2005).  

For example, southern Appalachian watersheds are forested with soils that are deeply 

weathered and generally have a large infiltration capacity so that storm runoff must be 

controlled by subsurface response (Beven 2000). On the Fernow experimental watersheds in 

West Virginia, overland flow has never been observed (Toendle 1970). Therefore, the likely 

runoff mechanism in humid forests is surface saturated-excess flow (Dunne and Black 1970). 
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OBJECTIVES 

 

 

The objectives include 

1) Evaluating of the NRCS (2001) Curve Number Method of hydrologic analysis for forested 

mountain watersheds in relation to 

a) The relative accuracy of various procedures of determining specific watershed curve 

numbers 

b) The applicability of the Method in estimating runoff from mountainous watersheds 

dominated by forest 

c) Seasonal variation of curve numbers 

2) Examining of the probability distributions of the observed and estimated runoff volumes 

in order to asses how well the estimated and measured runoff values match for various 

return periods 
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APPROACH 

 

 

Study watersheds 

The Georgia watersheds selected for this study were the (1) Chattahoochee near Leaf, 

(2) Chattooga near Summerville, (3) Chestatee near Dahlonega, (4) Middle Oconee near 

Athens, and (5) Toccoa near Dial (Table 1). The watersheds were selected because each has 

forest cover as a dominant land use. The Better Assessment Science Integrating Point and 

Nonpoint Sources (BASINS) framework that incorporates a geographic information system 

(GIS) and the Soil and Water Assessment Tool (SWAT) were used to extract the required 

watershed characteristics for the selected watersheds (Figures 1 to 5). Soils data were derived 

from the U.S. Department of Agriculture State Soil Geographic (STATSGO) database at a 

scale of 1:250 000 (250 meter resolution). Land cover data was obtained from the 1992 U.S. 

Geological Survey (USGS) National Land Cover Dataset at a scale of 1:24 000 (30 meter 

resolution). Searches of archives for aerial photography and evidence of land use during the 

periods when rainfall and runoff were measured in the selected watersheds have not been 

completed. However, these watersheds are remote from large urban areas, except for the 

Middle Oconee Watershed near Athens, Georgia. Little change in forest cover is anticipated.  

Streamflow and rainfall records were obtained from Dinaple (1965). Records for the 

Chattahoochee Watershed near Leaf were collected from 1940 to 1960; the Chattooga near 

Summerville 1937 to 1960; the Chestatee near Dahlonega 1930 to 1960; the Middle Oconee, 

near Athens 1938 to 1960; and the Toccoa near Dial 1914 to 1960. 

Note that the maps in Figures 1 to 5 are for illustration only. Some of the images have 

distorted scales in the north-south direction versus the east-west direction due to copying and 

pasting into this report. 
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Table 1 Locations and Characteristics of Watersheds Investigated in Georgia 

Stream gage 

location (degrees: 

minutes: seconds) 

Percent forest cover 

from: 
Watershed 

Steam 

gage 

station 

ID 

Location 

by 

hydro-

logic 

unit 
Lati-

tude 

Longi-

tude 

Area 

(mi
2
) 

GA 

county 
SWAT land 

use (1992) 

*
USGS 

(1993) 

Chattahoochee 

near Leaf 
2331000 3130001 

34:34:37

N 

83:38:09

W 
150 

Haber-

sham 
94.56 85.2 

Chattooga near 

Summerville 
2398000 3150105 

34:28:03

N  

85:20:19

W 
192 

Chat-

tooga 
75.49 75.1 

Chestatee near 

Dahlonega 
2333500 3130001 

34:31:41

N 

83:56:23

W 
153 

Lump-

kin 
91.42 89.9 

Middle Oconee 

near Athens 
2217500 3070101 

33:56:48

N 

83:25:22

W 
398 Clarke 64.94 60.2 

Toccoa near 

Dial 
3558000 6020003 

34:47:24

N 

84:14:24

W 
177 Fannin 97.46 85.2 

 

 

 

Figure 1 Chattahoochee Watershed near Leaf, Georgia. 

                                                 
*Slack J.R., A.M. Lumb, and M.L. Jurate, 1993. Streamflow Data Set, 1874 – 1988, USGS Water-Resources Investigations Report 93-4076. 
< http://pubs.usgs.gov/wri/wri934076/region03.html> 
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Figure 2 Chattooga Watershed near Summerville, Georgia. 

 

The Chattahoochee gaging station near Leaf, Georgia is located at 34
o
 35’ latitude 

and 83
o
 38’ longitude. The Watershed upstream of the gage has a total drainage area of 150 

square miles. In 1992, 94.56 percent of the total drainage area was covered with forest and 

the rest pasture, other agriculture uses, and other types of land cover (Figure 1, Table 2). The 

dominant soil classes were GA026_9 and GA019_6 (Appendix C), covering 86.93 percent of 

the total watershed (Table 2). The major hydrologic soil group of the drainage is B (96.04 

percent), while the remaining 3.96 percent is hydrologic soil group C (Table 2). The 

topography of the Watershed varies from 229 to 1311 meters above sea level. 

The Chattooga Watershed gage near Summerville is located at 34
o 
28’ latitude and 

85
o
 20’ longitude. The Watershed has a total drainage area of 192 square miles. In 1992, 

75.49 percent of the total drainage area was forest, 17.53 percent was pasture, and the rest, 

other types of land cover (Figure 2, Table 3). The dominant soil is GA007_1 (Appendix C) 
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comprising 60.13 percent of the total watershed (Table 3). The major hydrologic soil group 

of the drainage basin is B (79.85 percent), while the rest is covered by hydrologic soil groups 

C (4.73 percent) and D (15.42 percent) (Table 3). The topography of the watershed varies 

from 218 to 706 meters above sea level. 

 

 

Figure 3 Chestatee Watershed near Dahlonega, Georgia. 

 

 

The topography of the Chestatee Watershed near Dahlonega varies from 158 to 706 

meters above sea level. The Watershed is located at 34
o
 32' latitude and 83

o
 56' longitude. 

The total drainage area is 153 square miles. In 1992, 91.42 percent of the total drainage area 

was forest and 6.51 percent was pasture (Figure 3, Table 4). The dominant soil type was 

GA026_9 (Appendix C), covering 51.09 percent of the total watershed (Table 4). The major 

hydrologic soil group of the drainage area was B (79.91 percent), while the rest was 

hydrologic soil group C (20.09 percent) (Table 4). 
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Figure 4 Middle Oconee Watershed near Athens, Georgia. 

 

 

The topography of the Middle Oconee Watershed near Athens, Georgia varies from 

88 to 408 meters above sea level. The total drainage area is 398 square miles. The watershed 

stream gage is located at 33
o
 57' latitude and 83

o
 25' longitude. In 1992, 64.94 percent of the 

total drainage area was forest and 21.61 percent was pasture (Figure 4, Table 5). The two soil 

types were GA026_9 and GA025_6 (Appendix C) covering 61.61 percent and 38.39 percent 

of the total watershed, respectively, and both are hydrologic soil group B (Table 5). 

The topography of the Toccoa Watershed near Dial, Georgia varies from 252 to 1299 

meters above sea level and the stream gage is located at 34
o
 47' latitude and 84

o
 14' 

longitude. The total drainage area of the Watershed is 177 square miles. In 1992, 

approximately 97.5 percent of the total drainage area was forest and the rest, approximately 

2.5 percent of the watershed, involves other types of land cover (Figure 5, Table 6). The two 

soil types are GA019_6 and GA125_1 (Appendix C) covering 87.02 percent and 12.98 
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percent of the total watershed, respectively (Table 6). The entire Watershed was covered by 

hydrologic soil group B. 

 

 

Figure 5 Toccoa Watershed near Dial, Georgia. 

 

Table 2  Chattahoochee Watershed Land Use and Soil Type
†
  

1992 land use Percent watershed area  Soil type Percent watershed 

area 

Hydrologic soil 

group 

URHD 0.01  GA026_9 49.11 B 

PAST 3.89  GA019_6 37.82 B 

RNGE 0.55  GA029_1 3.96 C 

WATR 0.18  GA016_2 3.01 B 

UCOM 0.08  GA025_6 6.10 B 

FRSD 48.39     

FRSE 15.71     

FRST 30.46     

URLD 0.11     

AGRR 0.62     

                                                 
† See Appendix B and C for clarification of land use and soil class codes 
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Table 3 Chattooga Watershed Land Use and Soil Type
‡
  

1992 land use Percent watershed area  Soil type Percent watershed area Hydrologic 

soil group 

URHD 0.20  GA008_9 5.60 D 

PAST 17.53  GA001_1 2.12 B 

RNGE 0.54  GA010_2 4.73 C 

WATR 0.36  GA003_5 11.47 B 

WETF 0.04  GA007_1 60.13 B 

UCOM 0.58  GA002_1 6.13 B 

FRSD 36.83  GA004_7 9.68 D 

FRSE 13.17  GA011_11 0.14 D 

FRST 25.49     

URLD 1.85     

AGRR 3.40     

  

Table 4 Chestatee Watershed Land Use and Soil Type
§
  

1992 land use Percent watershed 

area 

 Soil type Percent watershed 

area 

Hydrologic soil 

group 

URHD 0.02  GA026_9 51.09 B 

PAST 6.51  GA028_2 18.01 C 

RNGE 0.60  GA019_6 24.80 B 

WATR 0.20  GA016_2 0.01 B 

UCOM 0.28  GA025_6 4.01 B 

FRSD 49.09  GA029_1 2.08 C 

FRSE 11.86     

FRST 30.47     

URLD 0.21     

AGRR 0.75     

 

 

Rainfall and runoff datasets used 

The five watershed records of rainfall and runoff volumes used for this study were 

compiled from the annual storm with the maximum peak flow rate (Appendix A). Therefore, 

the number of selected rainfall-runoff data equals the number of years of record for each 

watershed. An equal number of estimated runoff volumes were generated for comparison 

using the curve number procedure. 

 

 

                                                 
‡ See Appendix B and C for clarification of land use and soil type codes 
§ See Appendix B and C for clarification of land use and soil type codes 
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Table 5 Middle Oconee Watershed Land Use and Soil Type
**
 

1992 land use Percent watershed 

area 

 Soil type Percent watershed 

area 

Hydrologic soil 

group 

URHD 0.30  GA026_9 61.61 B 

PAST 21.61  GA025_6 38.39 B 

RNGE 0.34     

WATR 0.29     

WETF 1.12     

WETL 0.05     

UCOM 0.63     

FRSD 43.41     

FRSE 8.83     

FRST 12.70     

URLD 2.37     

AGRR 8.35     

 

 

Table 6 Toccoa Watershed Land Use and Soil Type
††
  

1992 land use Percent watershed 

area 

 Soil type Percent watershed 

area 

Hydrologic soil 

group 

PAST 1.92  GA019_6 87.02 B 

RNGE 0.38  GA125_1 12.98 B 

WATR 0.10     

WETF 0.06     

UCOM 0.01     

FRSD 60.73     

FRSE 15.55     

FRST 21.18     

AGRR 0.08     

 

According to Dinaple (1965), the direct runoff was computed by separating the 

baseflow from the total flow. The hydrograph separation by the concave method used by 

Dinaple (1965) was applied graphically by extending the baseflow trend prior to initiation of 

direct storm flow to the time the instantaneous peak storm flow occurs and then drawing the 

baseflow estimate upward to a point on the recession limb of the hydrograph. This 

intersection was the recession inflexion point at which the direct flow ceases and all stream 

flow is due to only baseflow—a period designated as NR days after the end of the runoff-

producing rainfall. The selection of NR was not critical for these data. The values selected 

were usually 1 day for watershed areas up to 30 square miles (up to 78 square kilometers), 2 

days for areas of 31 to 260 square miles (80 to 673 square kilometers), and 3 days for areas 

of 261 to 400 square miles (676 to 1036 square kilometers). Prolonged direct runoff was 

                                                 
** See Appendix B and C for clarification of land use and soil type codes 
†† See Appendix B and C for clarification of land use and soil type codes 
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identified as stream flow exceeding 5 cubic feet per second per square mile (0.054 cubic 

meters per second per square kilometers) at any time. 

The compiled rainfall (Dinaple 1965) is the total falling over the watershed and was 

computed by preparing a map of the drainage area up gradient of the stream gage. Rainfall 

stations in and within 10 miles (16.1 kilometers) of the watershed were located on the map. 

Weights were assigned to each rainfall gage by the application of the Thiessen Method 

(Linsley et al. 1982). 

 

Evaluation of the Curve Number Method 

Procedures for determining the curve number 

Measured rainfall and runoff volumes for the event with annual peak flow were used 

to determine a curve number for each year of record on all five gaged watersheds. 

Representative watershed curve numbers for each of the five North Georgia gaged 

watersheds were selected from a set of curve numbers determined (McCutcheon et al. 2006) 

using the (1) arithmetic mean, (2) median, (3) geometric mean, (4) asymptotic value, and (5) 

a nonlinear least squares fit procedures. To access the accuracy of NRCS (2001) Curve 

Number Method these five calibrated values were compared to the NRCS (2001) tabulated 

curve numbers for the specific hydrologic soil group (Group A, B, C, or D), cover-complex 

(land use, treatment, or practice), and hydrologic condition (poor, fair, or good) on each 

gaged watershed. The detailed procedures for each technique follow. 

Arithmetic curve number: The curve number for each year of record for a particular 

watershed is averaged to determine the representative curve number. See Hauser and Jones 

(1991) for example. 

Median curve number: The median was originally determined for the NRCS (2001) 

curve number tables using the Graphical Method. The direct runoff was plotted versus the 

rainfall volume to determine the curve that divides the plotted points into two equal groups. 

The curve number for that curve is the median curve number. To avoid graphical 

interpolation error in this study, the median curve number was selected from a spreadsheet of 

tabulated curve numbers for each watershed. 
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Geometric mean curve number: The NRCS (2001) Statistical Method determines 

the geometric mean curve number (Yuan 1939) from a lognormal distribution of annual 

watershed curve numbers about the median (Hjelmfelt et al. 1982, Hauser and Jones 1991, 

Hjelmfelt 1991). The procedure is 

• The maximum potential retention S is computed from each pair of annual runoff 

volume Q and rainfall volume P as 

( )PQQQPS 5425 2 +−+=  (8) 

• The mean µ and standard deviation δ of the logarithms of the annual maximum 

potential retention S was determined as  
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where N is the number of years in the watershed rainfall-runoff record. The mean of 

the transformed values, the mean (log S), is the median of the series of the maximum 

potential retention if the distribution is lognormal. 

• The geometric mean (GM) of the maximum potential retention S is the antilogarithm 

of the mean (log S) in base 10 logarithms 

S

GMS log10µ=  (11) 

• Finally, the geometric mean curve number for rainfall and runoff volumes expressed 

in inches is  

10

1000

+
=

GM

GM
S

CN  (12) 

 Asymptotic Method: This method corrects the fundamental problem of the runoff 

Equation (5) that can be traced to the concept used to derive Equation (2). The fundamental 

problem in the derivation of the runoff Equation (5) is that a residual relationship remains 

between the watershed curve number and the magnitude of the rainfall volume used to derive 
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the curve number. Originally, the curve number was expected to be a constant for each 

watershed. Because the curve number varies with magnitude of event rainfall that occur at 

different frequencies, the curve number is generally a function of the design return interval or 

frequency—a fact rarely recognized in most designs. 

 Sneller (1985) and Hawkins (1993) identified at least three types of watershed curve 

number responses to the magnitude and thus frequency of occurrence of the rainfall volume. 

These are the standard, complacent, and violent responses. The most common is the standard 

response that occurs when the ratio of rainfall and runoff becomes constant for increasing 

rainfall. Approximately 80 percent of the more than 200 watershed investigated so far have a 

standard response. When the standard response occurs, the curve number has been observed 

to asymptotically approach an ultimate minimum curve number CN∞. In some cases, the 

standard response quickly falls to an approximately constant curve number for the typical 

design frequencies of once in 10 years, 25 years, 50 years, and 100 years (McCutcheon et al. 

2006). Sneller (1985) and Hawkins (1993) derived an empirical relationship for the standard 

rainfall-curve number relationship that can be solved to determine the asymptotic curve 

number values CN∞ as 

)exp()100()( kPCNCNPCN −−+= ∞∞  (13) 

where k is an empirical constant [L
-1
] and P is event rainfall volume in [L]. 

The complacent response is observed when direct runoff is small even when large 

rainfalls occur; indicating only channel and local impervious or saturated areas contribute 

runoff. An ultimate curve number CN∞ cannot be defined and different curve numbers must 

be defined for different design return intervals. For the complacent response, the runoff can 

be estimated from (Hawkins 1993) 

CPQ =  (15) 

where C is a constant that can be determined from rainfall-curve number plots. For a 

complacent watershed response, Equation (15) is recommended in place of Equation (5) 

(Hawkins 1993). 

A response is classified as violent when the watershed generates more runoff per inch 

of rainfall as the event rainfall increases in magnitude (Sneller 1985). When the violent 
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response quickly approaches a maximum ultimate curve number CN∞, the watershed curve 

number for different design frequencies is also approximately constant (McCutcheon et al. 

2006). Hawkins (1993) derived the empirical violent curve number response as 

( ) ( )[ ]kPCNPCN −−= ∞ exp1  (14) 

 Sneller (1985) suggested an arbitrary criterion to categorize the curve number-rainfall 

response as standard or complacent expressed as 
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where βP=0, βPmax and  β∞  are the slopes defined by Equation (13) at zero rainfall, at the 

maximum rainfall observed Pmax and at an infinitely large rainfall, respectively. If the record 

of annual curve numbers defines 90 percent of the possible slopes of Equation (13), Sneller 

(1985) believes the record is sufficient to define CN∞ the asymptotic curve number for a 

watershed or a complacent watershed response. The slope of Equation (13) is 
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Transforming Equation (16) with Equations (18), (19), and (20) leads to  

k
P

303.2
max ≥   in inches (21) 

If the maximum rainfall amount in the record of a given watershed is less than 2.303/k, the 

asymptotic curve number would not be adequately descriptive according to Sneller (1985). 

McCutcheon et al. (2006) takes a different approach from Sneller (1985). The fit of 

Equation (13) to a series of curve numbers versus rainfall volume is evaluated statistically 

using an arbitrary significance level of 5 percent, traditionally used in scientific testing. If the 
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watershed series of curve number-rainfall data are not significantly different from Equation 

(13), the response is taken to be standard (or violent) with a 5 percent chance of error in 

making this decision. 

As a newer technique for determining the watershed curve number, a consensus on 

the optimal technique has not been worked out. One question involves whether to 

independently rank rainfall and runoff volumes. Sneller (1985) and Hawkins (1993) 

originally independently ranked rainfall and runoff volumes to derive asymptotic curve 

numbers CN∞. Both the runoff and rainfall data were ordered or ranked by magnitude 

separately and then matched by corresponding probabilities to compute the watershed curve 

number. For ordered rainfall-runoff data, the runoff of an individual event is not necessary 

associated with the event rainfall that caused the runoff. Finding no definitive justification for 

independently ordering rainfall and runoff from Schaake et al. (1967) and Hjelmfelt (1980), 

McCutcheon et al. (2006) showed that the watershed curve numbers calculated using 

unranked natural storm event pairs of rainfall and runoff are not significantly different from 

the curve numbers based on ranked data.  

 If runoff and rainfall volumes remain event matched instead of being ranked 

independently, the runoff-rainfall relationship of specific maximum annual events are 

maintained. Avoiding the independent ranking of rainfall and runoff is consistent with the 

current derivation of the NRCS (2001) Curve Number Method from an event water balance 

represented by Equation (1) and the conceptual basis of Equation (2). Although the NRCS 

has been careful to warn that the Method should not be used to analyze specific events 

(Rallison and Miller 1982, Miller and Cronshey 1992, McCutcheon et al. 2006), the currently 

accepted derivation is event based. 

Nonlinear Least Squares Fit: For a record of N observed rainfall P and observed 

runoff Qo the optimal value of the maximum potential retention S for the watershed is that 

which minimizes the objective function 
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i
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where Qp is the runoff computed from the NRCS (2001) runoff Equation (5). The square root 

of the minimum objective function divided by N (number of observations) is the standard 
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error. The measure of variance reduction R
2
 is similar to the correlation coefficient r

2
 

(Hawkins, P., University of Arizona, February 17, 2006, personal communication) 
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where sQo is the standard deviation of the observed runoff values and se is the standard error. 

Accuracy of procedures for determining the curve number 

 The relative accuracy of the five methods for determining the watershed curve 

number from the series of measured runoff depth and the rainfall depth has not been fully 

explored and defined. In this study, the accuracy of all five procedures for calibrating curve 

numbers to estimate runoff volumes was assessed in terms of one correlation test using the 

coefficient of determination D and one error statistic based on the root mean square error 

RMSE. The coefficient of determination is expressed as 
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where i is the number of each event from 1 to N (the total number of rainfall-runoff events), 

Qci is the computed runoff volume, Qei is the estimated runoff volume obtained from the 

regression of Qoi and Qci, Qoi is the observed event runoff volume, and oQ  is the mean of the 

observed runoff volumes. 

  The root mean square error is 
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21
 (25) 

The larger the RMSE, the poorer is the estimated curve number and vice-a-versa. Based on 

the coefficient of determination and root mean square error tests, one appropriate procedure 

was selected to determine a curve number value for each watershed for further analysis. 
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Performance of the NRCS Curve Number Method in estimating runoff 

The estimated runoff volumes Qs calculated using Equations (5) and (7) and the 

calibrated watershed curve numbers determined by the five procedures were compared with 

the corresponding observed runoff volumes Qo. These differences were statistically tested to 

determine if the calibrated curve numbers adequately estimates runoff volumes for each 

watershed using the two-tailed paired Student t test at the 0.05 level of significance. The null 

and alternative hypotheses were defined to determine if the differences in the estimated and 

the corresponding measured runoff volume are significantly different from zero. The 

coefficient of determination and the root mean square error tests were also used to test the 

applicability of the NRCS (2001) Curve Number Method to estimate runoff. In addition, 

graphs of observed runoff volumes versus estimated runoff volumes were plotted in different 

ways to visualize the differences. 

Seasonal variations of curve numbers 

 Jacobs and Srinivasan (2005) and Paik et al. (2005) showed that the watershed curve 

number seems to vary from season to season. And this seasonality of curve numbers seems to 

occur for some North Georgia forested watersheds. However, a physical justification for 

these variations has not been developed (Tedela et al. 2007). For this report, the working 

hypothesis is that seasonal differences in recharge and evapotranspiration may affect 

watershed maximum potential retention by raising or lowering water tables and by adding or 

depleting soil moisture. Furthermore, the dropping of and seasonal regrowth of deciduous 

leaves may affect the initial abstraction. 

 In the Southeastern U.S., more than half of the land area is forested, and 

evapotranspiration from forested watersheds can vary from 85 percent of annual precipitation 

in coastal Florida to 50 percent in the cool southern Appalachian Mountains (Sun et al. 

2002). In general, forests have larger evapotranspiration rates than non-irrigated agricultural 

or urban settings (Arnold and Gibbons 1996). Two seasons seem to affect runoff-rainfall 

relationships for deciduous forests—the growing season and the dormant season. Most 

coniferous forests do not drop leaves, especially in the Southeast but seasonal temperature 

and other climatic conditions do cause changes in evapotranspiration. The Southeast growing 

season from April to October is characterized by a full forest canopy that maximizes 
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evapotranspiration and interception of rainfall by plant leaves. During the dormant season 

from November to March the deciduous trees are without leaves and have a smaller 

evapotranspiration rate and less rainfall is intercepted by vegetation. 

 To investigate the seasonal variation of curve numbers, the observed rainfall and 

runoff volume data were divided according to the two seasons and analyzed separately. The 

watershed curve number for each season was computed using measured rainfall and runoff 

volumes in Equation (7). Tedela et al. (2007) discovered that inclusion of storm events 

during the transitions between seasons obscured some of the observed differences in curve 

numbers determined for the growing and dormant seasons. Transitional hydrologic 

conditions are evidently affected by a combination of tree growth and dormancy. Therefore, 

the rainfall and runoff volumes from the months of October and November and March and 

April were not included in computing the record of seasonal curve numbers. To test the 

arbitrary exclusion of what seems to be transition months, this study investigated the effect of 

seasonal variation with or without the transitions. 

 The curve numbers for the growing season CNg were compared statistically to the 

curve numbers for the dormant season CNd with and without the transition periods by testing 

the population variances using the F – test at the 0.05 level of significance. The null and 

alternative hypotheses used to determine if the differences in variances for the growing 

season and the corresponding dormant season curve numbers are significantly different are 

H0: Curve number variances of the two seasons are not significantly different 

HA: Curve number variances of the two seasons are significantly different 

The probability of error in evaluating the seasonal effects was selected to be less than or 

equal to 0.05 as traditional in most fields of science and engineering. A calculated probability 

equal to or less than 0.05 is strong evidence to reject the null hypothesis. Thus the 

presumption would be that a seasonal affect can be distinguished in curve numbers for a 

watershed. 

Rainfall and runoff distributions and various return periods 

Hjelmfelt (1980), based on the presumption of Schaake et al. (1967), and NRCS 

(2001) assumed that the annual maximum rainfall and runoff volumes should be 
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independently ordered and matched in probability to determine watershed curve numbers and 

the probability distributions of rainfall and runoff. Hawkins et al. (2005) and Schneider and 

McCuen (2005) justified this independent ranking evidently because the affects of the joint 

probability of occurrence of an event rainfall and of the event runoff magnitude is ignored in 

most current hydrologic design. This normally accepted practice is of concern in this 

investigation because independently ranking rainfall and runoff volumes decreases the 

quantifiable uncertainty in curve numbers and runoff distributions and thus can be misleading 

but not necessarily inaccurate (McCutcheon et al. 2006). This investigation will 

independently rank rainfall and runoff volumes, and thus ignore the affects of joint rainfall-

runoff frequencies until these can be rigorously investigated. 

After the ranking of the rainfall and runoff volumes independently, the probability of 

occurrence Pi based on the number of events in each series was calculated. (The return period 

for each event i is the reciprocal of the probability 1/pi.) Although a number of formulas have 

been used to calculate the probability Pi all are of the general form 
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where m is the ordered sequence of runoff or rainfall volumes from 1 to N, a and b are 

empirical constants that depend on the type of probability distribution selected to calculate 

the probability of events, and N is the number of data in the distribution. The Gringorten 

(1963) probability formulation gives longer return periods for the larger floods in an annual 

series, which recognizes that the true return period of the higher floods is probably longer 

than the value computed with the traditional Weibull plotting position formula (Linsley et al. 

1982). Therefore, the Gringorten (1963) probability formula was selected for this analysis 
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The two distributions of observed rainfall and runoff volume were plotted on logarithmic-

normal probability scales to visualize the relationship between rainfall and runoff volume. 

For comparison to measured values, runoff volumes Q are computed using 
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Equation (28) is an algebraic rearrangement of the NRCS (2001) runoff Equations (5) and (6) 

where CN is the curve number selected for a particular watershed and P is the volume of 

rainfall. For each rainfall volume and a selected watershed curve number CN, Equation (28) 

was used to calculate the estimated runoff volume, which can be plotted with the measured 

rainfall P and measured runoff volumes. A comparison of the distributions of the measured 

and estimated runoff volumes determines whether a constant watershed curve number is 

applicable for all runoff estimates and if not, which design probabilities can be covered by a 

constant curve number. Thus, the form of the computed runoff distribution determines 

whether the NRCS (2001) Curve Number Method is generally applicable to a particular 

watershed or whether different watershed curve numbers must be derived for different design 

probabilities such as 50 percent (once in 2 years), 10 percent (once in 10 years), 1 percent 

(once in 100 years), or smaller (greater than once in 100 years). Only the Toccoa watershed 

probability distributions were investigated in this study because this watershed has the 

longest record of the five select for study. 

The normal, lognormal, gamma (Pearson type III), and Weibull probability 

distributions (Chin 2006) among others are commonly used in hydrology. For this study, the 

goodness of fit of these distributions was tested by comparison to the observed rainfall and 

runoff data for the five North Georgia watersheds. The goodness-of-fit tests are a form of 

hypothesis testing where the null Ho and alternative HA hypotheses are  

H0: The rainfall or runoff data are described by the selected distribution 

HA: The rainfall or runoff data are not described by the selected distribution 

Several tests for goodness of fit can be used to determine if a sample came from a 

population with a specific distribution. Some are only applied to test whether data can be 

described by a normal distribution. The four more general tests (Hann 2002) are presented in 

the following paragraphs. 

The chi-square test (Snedecor and Cochran 1989) goodness-of-fit statistics χ
2
 is 
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where Oi is the observed frequency for class of data i to k (total number of classes) and Ei is 

the expected frequency for class i. The chi-square goodness-of-fit test can be applied to any 
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distribution for which a cumulative distribution function can be calculated. The test is applied 

to data grouped into classes. A disadvantage is that the values of the chi-square statistic are 

dependent on how the data is classified. Another disadvantage is that the test requires a 

sufficiently large sample size for the chi-square approximation to be valid; the data in each 

class must number five or more. The chi-square test is usually viewed as an alternative to the 

Anderson-Darling and Kolmogrov-Smirnov goodness-of-fit tests.  

The Kolmogorov-Smirnov test (Chakravarti et al. 1967) is based on the maximum 

difference between an observed and specified distribution. The Kolmogorov-Smirnov 

statistic D’ for a given distribution function F(x) and a distribution of observed data Fn (x) is 

 ( ) ( )xFxFD n −=max'  (30) 

where max indicates the maximum difference is calculated. The Kolmogorov-Smirnov test is 

not designed to test if the samples come from the Weibull distribution and hence this test was 

not used to test the Weibull distribution. Mathematically, the test is similar to the 

Kolmogorov test. 

The Cramer-von Mises test (Anderson 1962) is used for judging the goodness of fit 

of a probability distribution F
*
(x) compared to a given distribution F(x) 
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where x is either rainfall or runoff volume. The test can be performed on unclassified data 

satisfactorily and for symmetrical or skewed distributions. 

The Anderson-Darling test (Stephens 1974) is a modification that gives more weight 

to the tails than does the Kolmogorov-Smirnov test. The Anderson-Darling statistic A
2
 is 

fSNA −−=2  (32) 

where N is the sample size and Sf is the cumulative distribution function of the specified 

distribution FD with Xi ordered data expressed as 
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Many hydrologists do not use the chi-square or Kolmogorov-Smirnov tests for testing 

frequency distributions because of the insensitivity to the tails of the distributions (Haan 

2002). Accurately estimating extremes such as infrequent floods and low flows using limited 

data is vital in hydrology. Neither the chi-square test nor Kolmogorov-Smirnov test is very 

powerful—the probability of accepting the null hypothesis when the hypothesis is in fact 

false is very large when these tests are used (Haan 2002). Chi-square tests can not be applied 

if the number of occurrences in a particular class interval is less than five (Hann 2002). 

In terms of accurate decision making, the chi-square test is inferior to the 

Kolmogorov-Smirnov test because the chi-square statistic loses information in a test of a 

continuous distribution by grouping the data into classes and by lumping discrete data into 

classes (Chakravarti et al. 1967). The Cramer-von Mises and Anderson-Darling statistics are 

superior to the Kolmogorov-Smirnov test, because these tests compare two distributions over 

the range of x rather than testing for a significant difference at one or more discrete points in 

a domain (Chakravarti et al. 1967). Specifically, the chi-square goodness-of-fit test was not 

suitable for the observed rainfall and runoff compiled in this study because of the number of 

occurrences in some class intervals is less than five. Therefore, the Kolmogorov-Smirnov, 

Cramer-von Mises, and Anderson-Darling goodness-of-fit tests were applied in this analysis. 

Because the Cramer-von Mises and Anderson-Darling tests are superior to the Kolmogorov-

Smirnov test, precedence was given to these two statistics in selecting the best probability 

distribution. 
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RESULTS AND DISCUSSIONS 

 

 

Accuracy of curve number procedures 

The five watershed curve numbers computed based on the arithmetic mean, median, 

geometric mean, nonlinear list squares fit, and asymptotic fit are shown in Table 7. Except 

for the asymptotic method, unranked paired rainfall and runoff volumes from the maximum 

peal flow event of each year of record were used to compute the calibrated curve numbers.  

 

Table 7 Watershed Curve Numbers by all Procedures 

Watershed Arithmetic 

mean 

Median Geometric 

mean 

Nonlinear 

least squares 

fit 

Asymptotic 

fit 

Estimate based 

on watershed 

characteristics
‡‡
 

Chattahoochee 64.0 64.5 65.7 57.9 51.8 55.6 

Chattooga 81.2 79.9 82.7 81.2 81.1 59.1 

Chestatee 65.3 65.0 67.1 61.4 57.1 58.0 

Middle Oconee 68.9 71.9 69.8 62.4 51.8 55.0 

Toccoa 67.7 66.5 68.6 63.3 60.0 55.0 

 

Also included in Table 7 are the NRCS (2001) curve numbers derived from tabulated 

values cross referenced to the appropriate hydrologic soil group, and land use and condition 

for each watershed. These tabulated curve numbers based on watershed characteristics were 

not tested statistically because the extent of forest cover of the watersheds throughout the 

periods of record were unknown at the time this report was written and will be analyzed 

further when sufficient information about land-use and conditions are available. 

Nevertheless, only the Chattooga NRCS (2001) tabulated curve number is likely to be 

different from the curve numbers calibrated with observations by the five procedures. At this 

stage, it is unlikely that the Watershed was regularly clearcut catchment-wide every 3 to 5 

                                                 
‡‡

 Curve number determined based on NRCS-CN table assuming forest as a dominant land cover and good 

hydrologic condition. 
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years during 1937 to 1960. Even then, the changes in the NRCS tabulated curve number 

selected for this Watershed is not likely to change enough to match the calibrated curve 

numbers in Table 7. This is a clear indication that tabulated NRCS (2001) curve numbers can 

be very error prone for North Georgia forested mountainous watersheds at least 20 percent of 

the time. This preliminary finding is consistent with the findings of McCutcheon et al. (2006) 

for forested mountainous watersheds in three other locations in the Appalachian Mountains. 

The curve numbers tabulated by the NRCS (2001) for these five watersheds are not 

very different in Table 7 because the land use and condition are taken to be the same—forest 

with good cover—and the soils are exclusively or predominantly in hydrologic group B. 

Nevertheless, hydrometeorological conditions and geologic provinces vary significantly for 

the five watersheds. The Middle Oconee is a piedmont watershed likely to have lower slopes, 

whereas the other four are in the Blue Ridge Province. This illustrates how severe the 

limitations the Curve Number Method may be due to the original 1954 simplifications 

selected and the lack of resolution in the tabulations of the NRCS curve numbers. 

The geometric mean curve numbers of all watersheds were greater than the curve 

numbers based on the other calculation procedures, except for the Middle Oconee Watershed, 

for which the median was the largest. However, the geometric mean and median curve 

numbers do not seem to be significantly different as expected if the watershed curve number 

distributions are logarithmic. In addition, the arithmetic mean curve numbers generally fall 

between the geometric means and medians or are very close in magnitude to one of the 

values. Some of the curve numbers derived by nonlinear least squares fitting may be different 

from the means and median but this needs to be tested statistically and the uncertainty of the 

calibrated curve numbers better defined. 

The asymptotic curve numbers of all watersheds were smaller than the curve numbers 

based on the other procedures, except for the Chattooga Watershed. As noted Figure 6, the 

Chattooga Watershed is one of the rare catchments where a constant curve number may be 

applicable if the set of annual curve numbers are not too scattered. The asymptotic curve 

numbers are expected to be smaller because these values are associated with the largest 

rainfall volumes observed or infinitely large volumes. See Figure 6 for example. 
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Figure 6 Asymptotic curve number fits for all five Georgia watersheds. 
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The mean, median, and nonlinear least squares derived watershed curve numbers do 

not seem to be significantly different for the Chattahoochee, Chestatee, Middle Oconee, and 

Toccoa watersheds. However, the curve number for the Chattooga Watershed is clearly 

different from all four other watersheds regardless of method used to calculate the curve 

number from measured rainfall and runoff volumes. 

The method by Sneller (1985) was used to determine whether the asymptotic fit is 

standard or complacent [Equation (21)]. Table 8 establishes that the record of rainfall and 

runoff is probably sufficient to determine the asymptotic curve numbers for a standard 

watershed response because the maximum rainfall recorded for each watershed was greater 

than the computed values (2.303/k) according to Sneller (1985). 

 

Table 8 Tests of Standard Watershed Response 

Watershed Pmax k 2.303/k 

Chattahoochee 8.71 0.3045 7.56 

Chattooga 8.04 1.5378 1.50 

Chestatee 9.08 0.4374 5.27 

Middle Oconee 8.92 0.2793 8.25 

Toccoa 10.01 0.4807 4.79 

 

The relative accuracy and correlation of rainfall-runoff-derived curve numbers based 

on all five procedures are determined from the root mean squares error RMSE [Equation 

(25)] and the coefficient of determination D [Equation (24)] given in Table 9. The smaller the 

root mean square error RMSE and the closer the coefficient of determination D to a value of 

one, the more appropriate the procedure would seem to be in estimating the watershed curve 

number. Based on these tests, the geometric mean seemed best for the Chattahoochee 

Watershed, the median for the Chattooga and Middle Oconee watersheds, and the asymptotic 

curve number for the Chestatee and Toccoa watersheds (Table 9). The representative curve 

numbers in Table 10 were determined for each watershed based on the ranking of root mean 

square errors and coefficients of determination in Table 9. However, because the curve 

numbers derived by the five procedures are in general, not very different, these findings only 

serve to highlight that one procedure is as good as another, especially for the Chattooga 
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Watershed. Remarkable is that the asymptotic fit with two fitting parameters is not the best 

procedure for all watersheds. This is case because the asymptotic fit is biased to smaller 

curve numbers with very low frequencies of occurrence. 

 

Table 9 Tests of Relative Accuracy and Correlation for Calibrated Curve Numbers 

Arithmetic mean Median Geometric mean Nonlinear list squares Asymptotic Watershed 

RMSE D RMSE D RMSE D RMSE D RMSE D 

Chattahoochee 0.9097 0.1125 0.9093 0.1133 0.9115 0.1090 0.9096 0.1127 0.9141 0.1039 

Chattooga 0.6220 0.8553 0.6254 0.8547 0.6220 0.8553 0.6197 0.8564 0.6220 0.8553 

Chestatee 0.3949 0.7825 0.3991 0.7778 0.3877 0.7903 0.3954 0.7819 0.3815 0.7968 

Middle Oconee 0.5915 0.1747 0.5907 0.1770 0.5967 0.1600 0.5894 0.1806 0.6083 0.1270 

Toccoa 0.4355 0.7681 0.4365 0.7670 0.4272 0.7768 0.4329 0.7708 0.4213 0.7830 

 

The 95 percent confidence intervals are given for the watershed curve numbers based 

on the geometric mean and median. Ranges of curve numbers are also given for the median 

curve numbers. The correlation of the asymptotic curve number fit (r
2
) in percent and the 

standard errors SE are shown in Table 10. 

The curve number ranges are 68.2 to 96.0 for the Chattooga and 39.2 to 82.4 for the 

Middle Oconee. The 95 percent confidence interval is 56.7 for the Chattahoochee watershed 

curve number and 43.7 for the Middle Oconee. These large confidence intervals indicate how 

uncertain the calibrated curve numbers actually are. The NRCS (2001) does not quantify the 

uncertainty of the NRCS tabulated curve numbers and the original data is no longer available 

for this purpose. But the tabulated curve numbers are calculated using the procedures and 

have added extrapolation errors. As a result, these quantifications and those of McCutcheon 

et al. (2006) should be used as a warning that the NRCS (2001) tabulations can not only be 

biased, but also highly uncertain. 
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Table 10  Representative Watershed Curve Numbers and Uncertainty 

95 percent 

confidence interval 

SE Watershed Procedure CN 

Smaller Larger 

Range r
2 

(percent)
§§
 

CN k
***
 

Chattahoochee Geometric mean 65.7 32 88.7 N/A N/A N/A N/A 

Chattooga Simple median 79.9 N/A N/A 68.2 - 96.0 N/A N/A N/A 

Chestatee Asymptotic 57.1 N/A N/A N/A 76.3 2.60 0.08 

Middle 

Oconee 
Simple median 71.9 50.1 93.8 39.2 - 82.4 N/A N/A N/A 

Toccoa Asymptotic 60.0 N/A N/A N/A 93.8 0.59 0.02 

 

Comparison of measured and estimated runoff volumes 

Representative watershed curve numbers (Table 10) were used to compute runoff 

volumes from the corresponding measured rainfall volumes. Paired Student t-tests were used 

to determine if significant differences exist between the measured and estimated runoff 

volumes. Listed in Table 11 is the probability of obtaining an absolute t value that is greater 

than the observed absolute t value. The level of significance for this study of 0.05, when 

compared to the t statistics in Table 11, determines whether a significant difference exists 

between the series of measured runoff and the series of estimated runoff for each watershed. 

The probability listed in Table 11 is a measure of the evidence against the null hypothesis. A 

probability less than 0.05 is evidence that the measured and the estimated runoff volumes are 

significantly different, while a probability greater than or equal to 0.05 confirms that the 

measured and estimated runoff volumes are from the same population. The smaller the 

probability, the stronger the evidence for rejecting the null hypothesis, which states that the 

measured and the estimated runoff volumes are from the same population. 

From Table 11, the measured and the estimated runoff volumes were significantly 

different for the Chestatee and Toccoa watersheds. For the Chattahoochee, Chattooga, and 

Middle Oconee watersheds, the measured and the estimated runoff volumes were not 

significantly different at 95 percent significance. Therefore, the calibrated curve numbers 

adequately estimate the runoff volume for the Chattahoochee, Chattooga, and Middle Oconee 

                                                 
§§
 Curve fitting correlation for the standard asymptotic curve numbers 

***
 k is empirical constant for the asymptotic fit (Equation 13) 
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watersheds, while the curve numbers cannot be calibrated adequately to estimate the runoff 

volume for the Chestatee and Toccoa watersheds.  

 

Table 11 Paired Student t Test of Calibrated Curve Numbers 

Watershed Degrees of freedom t statistic Probability > |t| 

Chattahoochee 20 -1.10 0.2835 

Chattooga 23 1.01 0.3232 

Chestatee 21 4.15 0.0005 

Middle Oconee 22 -1.39 0.1788 

Toccoa 46 4.57 <0.0001 

 

Table 12 provides estimates of the root mean square error RMSE and the coefficient 

of determination D to further compare the observed and estimated runoff volumes. Figure 7 

shows the magnitude of errors and degree of correlation between the computed and observed 

runoff volumes. Although the t-tests show that the calibrated curve numbers do not 

adequately estimate runoff for the Chestatee and Toccoa watersheds, these same curve 

numbers estimate runoff with the lowest root mean square errors RMSE and high coefficients 

of determination D. This casts doubt on the t-test results. As a result, the runoff estimates 

using the curve number procedures for five gaged North Georgia watersheds cannot be 

confirmed as accurate and useful. 

 

Table 12 Root Mean Square Error (RMSE) and Coefficient of Determination (D) for Observed and 

Estimated Runoff from Five Georgia Watersheds 

Watershed Root Mean Square Error, RMSE Coefficient of Determination, D 

Chattahoochee 0.9093 0.11 

Chattooga 0.6197 0.87 

Chestatee 0.3816 0.78 

Middle Oconee 0.5894 0.18 

Toccoa 0.4213 0.78 
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Seasonal variation of the curve number 

Curve numbers calibrated for the growing seasons seem to be smaller than those for 

the dormant seasons for all watersheds (Table 13 and Figure 8). The largest and the smallest 

curve number differences between the dormant and growing seasons were observed for the 

Chattahoochee and the Chestatee watersheds, respectively, although the two watersheds have 

a comparable percentage of deciduous and mixed forest cover (Tables 2 and 4). By excluding 

the transitional months, the variation in dormant and growing season curve number values 

were numerically increased for all watersheds except for the Middle Oconee Watershed. 

Exclusion of the transitional months had no effect on the dormant season curve number for 

the Chattooga Watershed, evidently because none of the larges storms occurred during the 

transition periods. The calibrated curve number for the Chestatee Watershed was almost 

numerically equal for the growing and dormant seasons when the transitional months were 

included.  
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Figure 7 Relation between measured and estimated runoff volumes. 
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Table 13 Dormant and Growing Season Curve Numbers (CNds and CNgs) 

Excluding transition months Including transition months Watershed Season 

Mean CN CNds - CNgs Mean CN CNds - CNgs 

Growing 53.6 56.0 
Chattahoochee 

Dormant 76.2 
22.6 

70.1 
14.1 

Growing 75.8 78.9 
Chattooga 

Dormant 82.6 
6.8 

81.9 
3.0 

Growing 58.8 65.2 
Chestatee 

Dormant 64.6 
5.8 

65.3 
0.1 

Growing 61.6 64.0 Middle 

Oconee Dormant 70.5 
8.9 

73.9 
9.9 

Growing 57.5 64.8 
Toccoa 

Dormant 68.9 
11.3 

68.9 
4.1 

 

Figure 8 Curve numbers for growing and dormant seasons. 

  

The F-test (Table 14) shows that the variance of growing-season curve numbers of 

only two of five watersheds were significantly different from that of the dormant season at 

the 0.05 level of significance. When the transition months are included in the analysis, the 

variances of the dormant and growing season curve numbers of the Chattahoochee and 

Middle Oconee were significantly different. On the other hand, the dormant and growing 

season curve numbers of the Chattahoochee and Toccoa watersheds were significantly 

different when the transitional months excluded in the analysis. Variation of the seasonal 

curve number with and without the transition months was consistently significant only for the 

Chattahoochee Watershed. However, the accuracy of the runoff estimates using the 
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calibrated curve numbers could not established. When the transition records are excluded, the 

calibrated curve numbers for the Toccoa Watershed may marginally vary between seasons. 

 

Table 14 Analysis of Variance of Seasonal Curve Numbers 

Excluding transition months Including transition months Watershed 

F-value Probability > F F-value Probability > F 

Chattahoochee 15.28 0.0024 6.09 0.0230 

Chattooga 2.22 0.1565 0.80 0.3790 

Chestatee 1.86 0.2000 <0.001 0.9750 

Middle Oconee 1.89 0.1987 4.91 0.0380 

Toccoa 8.77 0.0062 1.87 0.1790 

 

Return periods for estimated and measured runoff volumes 

A probability distribution was fit only for the Toccoa Watershed because the other 

four watersheds have fewer rainfall and runoff data for determination of return periods. The 

lognormal, Weibull, gamma, and normal frequency distributions are fit to measured rainfall 

and runoff volumes for the Toccoa Watershed in Figures 9 and 10.  

The goodness-of-fit tests (Table 15) showed that the gamma distribution best fit the 

Toccoa observed rainfall at the 0.05 level of significance. The lognormal distribution was 

almost as good. The probability of accepting the null hypothesis (the observed rainfall data 

come from the stated distribution) for the normal distribution of the observed rainfall was 

greater than 15 percent (Cramer-von Mises test) to greater than 25 percent (Kolmogorov-

Smirnov and Anderson-Darling tests). The probability of accepting the null hypothesis for 

the lognormal and gamma distributions was greater than 50 percent and for the Weibull 

distribution greater than 25 percent based on the Anderson Darling goodness-of-fit test. 

Therefore, the gamma and the lognormal distributions were more accurate representations of 

the Toccoa observed rainfall. 
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Figure 9 Rainfall frequency distributions for the Toccoa Watershed. 

 

Figure 10 Runoff frequency distributions for the Toccoa watershed. 

 

The goodness-of-fit tests prove that the Toccoa runoff data (Table 16) more likely 

than not came from the lognormal distribution at the 0.05 level of significance. All the tests 

consistently establish that the observed runoff data more likely than not, did not come from 

the other three distributions. 
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Table 15 Goodness of Fit of Probability Distributions for Rainfall on the Toccoa Watershed  

a) Lognormal distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ 0.0802 Probability > D’ >0.150 

Cramer-von Mises, W2 0.0455 Probability > W2 >0.500 

Anderson-Darling, A2 0.3182 Probability > A2 >0.500 

b) Weibull distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ - Probability > D’ -††† 

Cramer-von Mises, W2 0.0334 Probability > W2 >0.250 

Anderson-Darling, A2 0.2998 Probability > A2 >0.250 

c) Gamma distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ 0.0548 Probability > D’ >0.500 

Cramer-von Mises, W2 0.0188 Probability > W2 >0.500 

Anderson-Darling, A2 0.1646 Probability > A2 >0.500 

d) Normal distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ 0.0824 Probability > D’ >0.150 

Cramer-von Mises, W2 0.0545 Probability > W2 >0.250 

Anderson-Darling, A2 0.4222 Probability > A2 >0.250 

 

Figure 11 shows how well that the lognormal distribution (selected based on the 

goodness-of-fit tests) fits to the observed rainfall and runoff data for the Toccoa Watershed. 

Although all three tests supports selection of the gamma distribution for the rainfall data and 

only the Cramer-von Mises and Anderson-Darling tests support the lognormal distribution, 

the lognormal distribution was selected so that both the rainfall and runoff would be 

consistently fit. 

 

                                                 
†††

 The Kolmogorov-Smirnov test is not applicable to test the Weibull distribution for goodness of fit 
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Table 16 Goodness of Fit of Probability Distributions for Runoff from the Toccoa Watershed  

a. Lognormal distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ 0.0652 Probability > D’ >0.150 

Cramer-von Mises, W2 0.0326 Probability > W2 >0.500 

Anderson-Darling, A2 0.1968 Probability > A2 >0.500 

b. Weibull distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ - Probability > D’ -‡‡‡ 

Cramer-von Mises, W2 0.0944 Probability > W2 0.125 

Anderson-Darling, A2 0.7562 Probability > A2 0.046 

c. Gamma distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ 0.0962 Probability > D’ >0.250 

Cramer-von Mises, W2 0.0575 Probability > W2 >0.250 

Anderson-Darling, A2 0.4107 Probability > A2 >0.250 

d. Normal distribution 

Test Statistic Probability 

Kolmogorov-Smirnov, D’ 0.1398 Probability > D’ 0.021 

Cramer-von Mises, W2 0.3387 Probability > W2 <0.005 

Anderson-Darling, A2 2.2229 Probability > A2 <0.005 

 

The estimated runoff volumes based on the calibrated curve number were in 

agreement with the observed runoff only for larger return periods as shown in Figure 11. 

Runoff occurring with a 33 percent or less probability of occurrence (runoff occurring about 

once in every three or more years) can be estimated using the calibrated curve number 

Method. Conversely, the calibrated curve number performed poorly for estimating runoff 

occurring frequently or at a probability of occurrence greater than 33 percent. For example, at 

the return interval of once every two years used to design the capture of storm water first 

flush volumes of contaminated water, runoff volumes are underestimated by approximately 

                                                 
‡‡‡

 Kolmogorov-Smirnov is not designed to test Weibull distribution 
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32 percent. The accuracy of runoff volume estimation decreased further as the probability of 

occurrence increased. 
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Figure 11 Lognormal probability distributions for the Toccoa Watershed. 
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APPENDICES 

 

Appendix A 

Rainfall and runoff data for the Georgia study watersheds (Dinaple 1965) 

 

(a) Chattahoochee Watershed 

Water 

year 
Date 

Runoff 

volume 

(in) 

Runoff 

volume 

(mm) 

Rainfall 

volume 

(in) 

Rainfall 

volume 

(mm) 

1940 13-Aug 2.37 60.20 7.13 181.10 

1941 5-Jul 0.85 21.59 7.06 179.32 

1942 16-Feb 1.37 34.80 2.64 67.06 

1943 29-Dec 2.29 58.17 4.79 121.67 

1944 19-Mar 1.31 33.27 2.30 58.42 

1945 14-Sep 0.55 13.97 2.52 64.01 

1946 7-Jan 5.09 129.29 6.78 172.21 

1947 20-Jan 1.86 47.24 3.51 89.15 

1948 4-Aug 1.81 45.97 6.27 159.26 

1949 16-Jun 1.61 40.89 6.60 167.64 

1950 13-Mar 1.09 27.69 4.16 105.66 

1951 29-Mar 0.96 24.38 4.62 117.35 

1952 11-Mar 2.34 59.44 5.95 151.13 

1953 22-Jul 1.08 27.43 5.95 151.13 

1954 16-Jan 1.68 42.67 5.77 146.56 

1955 6-Feb 1.68 42.67 4.61 117.09 

1956 16-Apr 0.96 24.38 3.59 91.19 

1957 5-Apr 1.32 33.53 5.01 127.25 

1958 19-Nov 1.39 35.31 8.71 221.23 

1959 31-May 1.21 30.73 6.35 161.29 

1960 30-Mar 0.99 25.15 3.61 91.69 
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(b) Chattooga Watershed 

Water 

year 
Date 

Runoff 

volume 

(in) 

Runoff 

volume 

(mm) 

Rainfall 

volume 

(in) 

Rainfall 

volume 

(mm) 

1937 29-Apr 0.85 21.59 1.77 44.96 

1938 8-Apr 2.84 72.14 4.85 123.19 

1939 28-Feb 2.12 53.85 2.56 65.02 

1940 14-Mar 1.05 26.67 2.60 66.04 

1941 16-Jul 0.80 20.32 3.30 83.82 

1942 17-Feb 1.25 31.75 3.13 79.50 

1943 29-Dec 3.34 84.84 5.55 140.97 

1944 29-Mar 2.65 67.31 4.89 124.21 

1945 13-Feb 1.59 40.39 3.32 84.33 

1946 8-Jan 5.43 137.92 6.96 176.78 

1947 20-Jan 6.72 170.69 8.04 204.22 

1948 13-Feb 3.57 90.68 4.03 102.36 

1949 28-Nov 4.52 114.81 7.02 178.31 

1950 8-Sep 2.63 66.80 4.67 118.62 

1951 29-Mar 4.91 124.71 6.96 176.78 

1952 11-Mar 2.85 72.39 4.62 117.35 

1953 21-Feb 2.40 60.96 3.35 85.09 

1954 16-Jan 2.13 54.10 4.77 121.16 

1955 7-Feb 1.35 34.29 3.24 82.30 

1956 17-Feb 2.25 57.15 4.34 110.24 

1957 1-Feb 3.43 87.12 6.80 172.72 

1958 18-Nov 4.03 102.36 6.69 169.93 

1959 22-Jan 0.71 18.03 2.66 67.56 

1960 3-Mar 0.78 19.81 2.64 67.06 
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(c) Chestatee Watershed 

Water 

year 
Date 

Runoff 

volume 

(in) 

Runoff 

volume 

(mm) 

Rainfall 

volume 

(in) 

Rainfall 

volume 

(mm) 

1930 7-Mar 0.96 24.38 3.85 97.79 

1931 16-Nov 0.48 12.19 3.71 94.23 

1941 14-Jul 0.47 11.94 4.42 112.27 

1942 17-Feb 1.37 34.80 4.15 105.41 

1943 29-Dec 1.63 41.40 4.82 122.43 

1944 19-Mar 1.25 31.75 3.61 91.69 

1945 16-Sep 0.51 12.95 2.17 55.12 

1946 7-Jan 4.16 105.66 9.08 230.63 

1947 20-Jan 1.54 39.12 4.77 121.16 

1948 4-Aug 1.77 44.96 7.30 185.42 

1949 5-Jun 1.98 50.29 5.51 139.95 

1950 13-Mar 0.86 21.84 3.83 97.28 

1951 29-Mar 0.83 21.08 4.07 103.38 

1952 11-Mar 1.99 50.55 5.00 127.00 

1953 22-Jul 0.62 15.75 4.33 109.98 

1954 16-Jan 1.61 40.89 5.31 134.87 

1955 6-Feb 1.56 39.62 5.25 133.35 

1956 16-Apr 0.85 21.59 1.12 28.45 

1957 5-Apr 1.22 30.99 4.23 107.44 

1958 20-Dec 0.45 11.43 2.60 66.04 

1959 22-Jan 0.62 15.75 3.30 83.82 

1960 30-Mar 0.71 18.03 2.78 70.61 
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(d) Middle Oconee Watershed 

Water 

year 
Date 

Runoff 

volume 

(in) 

Runoff 

volume 

(mm) 

Rainfall 

volume 

(in) 

Rainfall 

volume 

(mm) 

1938 26-Jul 1.59 40.39 8.92 226.57 

1939 19-Aug 1.47 37.34 3.91 99.31 

1940 14-Aug 1.39 35.31 5.41 137.41 

1941 6-Jul 0.34 8.64 3.66 92.96 

1942 23-Mar 1.41 35.81 3.21 81.53 

1943 20-Apr 1.32 33.53 3.21 81.53 

1944 31-Mar 1.02 25.91 3.10 78.74 

1945 25-Apr 0.85 21.59 3.87 98.30 

1946 7-Jan 1.42 36.07 5.61 142.49 

1947 21-Jan 1.59 40.39 3.90 99.06 

1948 10-Feb 1.34 34.04 3.99 101.35 

1949 30-Nov 3.53 89.66 5.49 139.45 

1950 1-Jun 0.20 5.08 1.50 38.10 

1951 22-Oct 0.87 22.10 5.78 146.81 

1952 4-Mar 1.35 34.29 2.93 74.42 

1953 11-Jan 1.47 37.34 3.87 98.30 

1954 18-Jan 1.38 35.05 3.56 90.42 

1955 8-Feb 1.13 28.70 3.52 89.41 

1956 18-Mar 1.35 34.29 3.94 100.08 

1957 7-Apr 0.86 21.84 3.16 80.26 

1958 17-Apr 0.48 12.19 2.22 56.39 

1959 31-May 1.03 26.16 3.57 90.68 

1960 NR 0.84 21.34 3.42 86.87 
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(e) Toccoa Watershed 

Water 

year 
Date 

Runoff 

volume 

(in) 

Runoff 

volume 

(mm) 

Rainfall 

volume 

(in) 

Rainfall 

volume 

(mm) 

1914 14-Apr 0.34 8.64 2.53 64.26 

1915 25-Dec 0.69 17.53 3.25 82.55 

1916 9-Jul 5.24 133.10 10.01 254.25 

1917 4-Mar 2.12 53.85 5.86 148.84 

1918 28-Jan 0.72 18.29 1.37 34.80 

1919 22-Dec 2.03 51.56 3.80 96.52 

1920 2-Apr 1.17 29.72 4.17 105.92 

1921 10-Feb 3.34 84.84 6.54 166.12 

1922 21-Jan 1.90 48.26 6.90 175.26 

1923 17-Dec 0.69 17.53 3.49 88.65 

1924 5-Mar 0.68 17.27 1.94 49.28 

1925 31-Dec 0.37 9.40 2.62 66.55 

1926 18-Jan 0.55 13.97 3.03 76.96 

1927 28-Dec 0.79 20.07 2.90 73.66 

1928 30-Mar 0.44 11.18 2.40 60.96 

1929 25-Sep 1.05 26.67 5.13 130.30 

1930 7-Mar 0.72 18.29 3.85 97.79 

1931 4-Apr 0.41 10.41 1.63 41.40 

1932 14-Dec 1.19 30.23 3.84 97.54 

1933 28-Dec 2.89 73.41 7.18 182.37 

1934 3-Mar 1.89 48.01 4.33 109.98 

1935 12-Mar 0.32 8.13 1.69 42.93 

1936 2-Apr 1.35 34.29 4.10 104.14 

1937 3-Jan 1.45 36.83 5.37 136.40 

1938 8-Apr 1.50 38.10 2.93 74.42 

1939 3-Feb 0.55 13.97 1.89 48.01 

1940 13-Aug 0.66 16.76 4.05 102.87 

1941 5-Jul 0.81 20.57 5.56 141.22 

1942 17-Feb 0.75 19.05 3.26 82.80 

1943 29-Dec 1.79 45.47 5.30 134.62 

1944 27-Feb 0.84 21.34 3.22 81.79 

1945 16-Sep 0.45 11.43 4.73 120.14 

1946 10-Feb 1.78 45.21 5.15 130.81 

1947 20-Jan 1.37 34.80 4.00 101.60 

1948 12-Feb 1.11 28.19 3.54 89.92 

1949 17-Aug 0.95 24.13 4.59 116.59 

1950 13-Mar 1.33 33.78 5.03 127.76 

1951 29-Mar 1.49 37.85 5.50 139.70 

1952 11-Mar 1.72 43.69 4.93 125.22 

1953 21-Feb 1.11 28.19 3.52 89.41 

1954 16-Jan 1.58 40.13 5.97 151.64 

1955 22-Mar 0.74 18.80 2.66 67.56 

1956 16-Apr 1.02 25.91 3.29 83.57 

1957 5-Apr 1.46 37.08 4.75 120.65 

1958 20-Dec 0.52 13.21 2.12 53.85 

1959 21-Jan 0.62 15.75 3.40 86.36 

1960 27-Jul 0.24 6.10 1.73 43.94 
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Appendix B 

Land use or land cover codes 

Code Land use or land cover 

URHD Residential high density 

URLD Residential low density 

UCOM Commercial industrial or transportation 

PAST Pasture 

RNGB Deciduous shrubland 

RNGE Range grassed 

WATR Open water 

WETF Wetlands, forested 

WETL Wetlands mixed 

FRSD Forest, deciduous 

FRSE Forest, evergreen 

FRST Forest, mixed 

AGRR Agricultural land: row crops 

AGRC Other  grasses (Urban or recreational; e.g. Parks, Lawns) 

ORCD Planted or cultivated (orchards vineyards groves) 
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Appendix C 

Soil classification 

Map 

unit ID 

Sequence 

number 

Soil component name Hydrologic soil 

group 

GA001 1 HARTSELLS B 
GA001 2 HARTSELLS B 

GA001 3 HECTOR D 

GA001 4 HECTOR D 
GA002 1 HARTSELLS B 

GA002 2 HARTSELLS B 
GA002 3 TOWNLEY C 

GA002 4 TOWNLEY C 

GA002 5 GORGAS D 
GA002 6 GORGAS D 

GA002 7 NAUVOO B 

GA002 8 ALBERTVILLE C 
GA002 9 NECTAR C 

GA002 10 ROCK OUTCROP D 

GA002 11 LINKER B 
GA002 12 NELLA B 

GA002 13 CHEWACLA C 

GA003 1 NELLA B 
GA003 2 NELLA B 

GA003 3 GORGAS D 

GA003 4 GORGAS D 
GA003 5 HARTSELLS B 

GA003 6 TOWNLEY C 

GA003 7 NAUVOO B 
GA003 8 BARFIELD D 

GA003 9 ROCK OUTCROP D 

GA003 10 MONTEVALLO D 
GA003 11 NECTAR C 

GA003 12 ALBERTVILLE C 

GA003 13 CHEWACLA C 
GA003 14 ALLEN B 

GA004 1 SHACK B 

GA004 2 SHACK B 
GA004 3 SHACK B 

GA004 4 WAX C 

GA004 5 CHEWACLA C 
GA004 6 CUNNINGHAM C 

GA004 7 LYERLY D 

GA004 8 WAX C 
GA004 9 LYERLY D 

GA005 1 CONASAUGA C 

GA005 2 DOWELLTON D 
GA005 3 TUPELO D 

GA005 4 WOLFTEVER C 

GA005 5 TOWNLEY C 
GA005 6 CHEWACLA C 

GA005 7 TUPELO D 

GA006 1 SHACK B 
GA006 2 SHACK B 

GA006 3 FULLERTON B 

GA006 4 FULLERTON B 
GA006 5 ARAGON C 

GA006 6 SHACK B 

GA006 7 HOLSTON B 
GA006 8 FULLERTON B 

GA006 9 CHEWACLA C 

GA006 10 ARAGON C 
GA006 11 DECATUR B 

GA006 12 ROANOKE D 
GA006 13 ROME B 

GA007 1 SHACK B 
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GA007 2 SHACK B 
GA007 3 SHACK B 

GA007 4 FULLERTON B 
GA007 5 FULLERTON B 

GA007 6 FULLERTON B 

GA007 7 BODINE B 
GA007 8 MINVALE B 

GA007 9 SUBLIGNA B 

GA007 10 CHEWACLA C 
GA008 1 MINVALE B 

GA008 2 SHACK B 

GA008 3 MINVALE B 
GA008 4 SHACK B 

GA008 5 CEDARBLUFF C 

GA008 6 FULLERTON B 
GA008 7 CARTECAY C 

GA008 8 TALBOTT C 

GA008 9 LYERLY D 
GA009 1 HOLSTON B 

GA009 2 ETOWAH B 

GA009 3 FULLERTON B 
GA009 4 ETOWAH B 

GA009 5 ROME B 

GA009 6 CHEWACLA C 
GA009 7 TIDINGS B 

GA009 8 CONASAUGA C 

GA009 9 ALLEN B 
GA009 10 DEWEY B 

GA009 11 TOWNLEY C 

GA009 12 MONTEVALLO D 
GA009 13 TUPELO D 

GA010 1 CUNNINGHAM C 

GA010 2 TOWNLEY C 
GA010 3 MONTEVALLO D 

GA010 4 ALBERTVILLE C 

GA010 5 MINVALE B 
GA010 6 FULLERTON B 

GA010 7 FULLERTON B 

GA010 8 WAX C 
GA010 9 WOLFTEVER C 

GA010 10 CONASAUGA C 

GA010 11 FULLERTON B 
GA010 12 DEWEY B 

GA010 13 ROME B 

GA010 14 CHEWACLA C 
GA011 1 TOWNLEY C 

GA011 2 TOWNLEY C 

GA011 3 CUNNINGHAM C 
GA011 4 CHEWACLA C 

GA011 5 DECATUR B 

GA011 6 ALLEN B 
GA011 7 FULLERTON B 

GA011 8 TIDINGS B 
GA011 9 TIDINGS B 

GA011 10 TIDINGS B 

GA011 11 MONTEVALLO D 
GA012 1 TUPELO D 

GA012 2 ROANOKE D 

GA012 3 WHITWELL C 
GA012 4 CEDARBLUFF C 

GA012 5 ETOWAH B 

GA012 6 CHEWACLA C 
GA012 7 TOWNLEY C 

GA012 8 ETOWAH B 

GA012 9 WOLFTEVER C 
GA012 10 WAX C 

GA012 11 ETOWAH B 

GA015 1 SALUDA C 
GA015 2 TUSQUITEE B 

GA015 3 TALLAPOOSA C 
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GA015 4 EVARD B 
GA015 5 EDNEYTOWN B 

GA015 6 CARTECAY C 
GA015 7 EDNEYTOWN B 

GA015 8 EVARD B 

GA015 9 BREVARD B 
GA015 10 HAYESVILLE B 

GA015 11 BRADSON B 

GA016 1 BRADSON B 
GA016 2 HAYESVILLE B 

GA016 3 SALUDA C 

GA016 4 TRANSYLVANIA B 
GA016 5 EVARD B 

GA016 6 EVARD B 

GA016 7 BREVARD B 
GA019 1 PORTERS B 

GA019 2 TUSQUITEE B 

GA019 3 ASHE B 
GA019 4 EVARD B 

GA019 5 SALUDA C 

GA019 6 ASHE B 
GA019 7 EDNEYVILLE B 

GA019 8 HAYESVILLE B 

GA019 9 CARTECAY C 
GA019 10 TALLAPOOSA C 

GA019 11 EDNEYVILLE B 

GA019 12 PORTERS B 
GA019 13 TUSQUITEE B 

GA025 1 MADISON B 

GA025 2 MADISON B 
GA025 3 MADISON B 

GA025 4 MADISON B 

GA025 5 CECIL B 
GA025 6 CECIL B 

GA025 7 CECIL B 

GA025 8 CECIL B 
GA025 9 RIVERVIEW B 

GA025 10 APPLING B 

GA025 11 PACOLET B 
GA025 12 PACOLET B 

GA025 13 PACOLET B 

GA025 14 LOUISA B 
GA025 15 HIWASSEE B 

GA026 1 PACOLET B 

GA026 2 PACOLET B 
GA026 3 MADISON B 

GA026 4 MADISON B 

GA026 5 MADISON B 
GA026 6 CECIL B 

GA026 7 CECIL B 

GA026 8 CARTECAY C 
GA026 9 DAVIDSON B 

GA026 10 MUSELLA B 
GA028 1 TALLAPOOSA C 

GA028 2 TALLAPOOSA C 

GA028 3 CHEWACLA C 
GA028 4 GROVER B 

GA028 5 MADISON B 

GA028 6 HAYESVILLE B 
GA028 7 FANNIN B 

GA028 8 TUSQUITEE B 

GA028 9 EDNEYVILLE B 
GA029 1 TALLAPOOSA C 

GA029 2 MADISON B 

GA029 1 TALLAPOOSA C 
GA029 2 MADISON B 

GA107 1 CONASAUGA C 

GA107 2 CONASAUGA C 
GA107 3 FIRESTONE C 

GA107 4 FIRESTONE C 
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GA107 5 MONTEVALLO D 
GA107 6 GAYLESVILLE D 

GA107 7 LEESBURG B 
GA107 8 LEESBURG B 

GA107 9 LOCUST C 

GA107 10 NAUVOO B 
GA107 11 NAUVOO B 

GA107 12 CHENNEBY C 

GA107 13 TOWNLEY C 
GA107 14 ROCK OUTCROP D 

GA109 1 TATUM B 

GA109 2 FRUITHURST C 
GA109 3 FRUITHURST C 

GA109 4 TALLAPOOSA C 

GA109 5 RIVERVIEW B 
GA109 6 STATE B 

GA109 7 CHEWACLA C 

GA127 1 CECIL B 
GA127 2 PACOLET B 

GA127 3 URBAN - 

GA127 4 TOCCOA B 
GA128 1 PACOLET B 

GA128 2 PACOLET B 

GA128 3 MADISON B 
GA128 4 MADISON B 

GA128 5 MADISON B 

GA128 6 CECIL B 
GA128 7 CECIL B 

GA128 8 CARTECAY C 

GA128 9 DAVIDSON B 
GA128 10 MUSELLA B 

GA128 11 URBAN - 

GA129 1 MADISON B 
GA129 2 MADISON B 

GA129 3 MADISON B 

GA129 4 MADISON B 
GA129 5 CECIL B 

GA129 6 CECIL B 

GA129 7 CECIL B 
GA129 8 CECIL B 

GA129 9 RIVERVIEW B 

GA129 10 APPLING B 
GA129 11 PACOLET B 

GA129 12 PACOLET B 

GA129 13 PACOLET B 
GA129 14 LOUISA B 

GA129 15 HIWASSEE B 

GA129 16 URBAN - 
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QUANTIFYING THE PRECIPITATION-STREAM-AQUIFER 

SYSTEM RESPONSE IN THE LOWER APALACHICOLA-

CHATTAHOOCHEE-FLINT (ACF) RIVER BASIN 

by Jian Luo 

    

ABSTRACT 

Groundwater is the major water source in the lower Apalachicola-Chattahoochee-Flint 
(ACF) River basin in southwestern Georgia. The long-term sustainability of groundwater 
resources in the basin has been threatened by the increased demand of groundwater 
withdrawals in recent decades and drought conditions. The research project aims to 
conduct quantitative analyses to improve our understanding of the correlations in the 
precipitation-stream-aquifer system in the basin, which will ultimately help develop 
proactive and rational monitoring and management plans to ensure the long-term 
sustainability of groundwater resources. 

Multivariate geostatistical methods based on variogram models are applied to investigate 
the joint spatial and temporal correlations and variations of groundwater level, 
streamflow, precipitation, and groundwater withdrawal. The variogram models that are 
applied include stationary and nonstationary models, and separable and nonseparable 
models. Characteristic space scales and timescales or fractal characteristics are identified. 
Kriging systems using identified variogram models are used for spatiotemporal data 
mapping and forecasting.  

Results and benefits of the research project include: (1) quantitative descriptions of the 
spatiotemporal correlations in the precipitation-stream-aquifer system; (2) characteristic 
spatial scales and timescales for sampling design and data interpretation; (3) predictions 
of groundwater levels and streamflow in different scenarios; and (4) guidelines and tools, 
such as software, that can assist in the decision-making for water resources management 
in southwestern Georgia.  

INTRODUCTION 

Groundwater withdrawals for farm irrigation have increased dramatically in recent 
decades, especially in the lower Apalachicola-Chattahoochee-Flint (ACF) River basin in 
southwestern Georgia [Leeth et al., 2005]. By 1995, agriculture used about 722 million 
gallons per day (Mgal/d) of water, of which about 66 percent (479 Mgal/d) was 
groundwater [Fanning, 1997]. During the 2002 drought year, agriculture used 42 percent 
(1285 Mgal/d) of the total water use in Georgia, with about 60 percent (745 Mgal/d) of 
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irrigation water extracted from the groundwater flow system [Fanning, 2003]. Previous 
studies have indicated groundwater withdrawals in the ACF River basin have lowered the 
water level in the Upper Floridan aquifer, the main water-bearing aquifer in Southwest 
Georgia, and resulted in significantly reduced streamflow, adversely impacting 
downstream users. In addition, drought conditions from the early to mid-1980s and from 
1998 to 2002 also caused noticeable declining trends in groundwater levels. Furthermore, 
due to budget cuts for the operation and maintenance of the real-time monitoring 
network, the Georgia Geological Survey is planning to discontinue several real-time 
monitoring stations. There is thus an imperative need to understand the implications of 
the increased groundwater stresses within the context of the existing institutional 
constraints and develop proactive and rational monitoring and management plans to 
ensure the long-term sustainability of the Georgia surface water and groundwater 
resources.  

To this end, a good understanding of the correlations in the precipitation-stream-aquifer 
system is critical for (1) designing a reliable monitoring network in southwestern Georgia 
and (2) using the network information to effectively predict the response of the stream-
aquifer system and formulate sound water resources planning and management policies. 
Equally critical is the understanding of the increased water resources stresses on 
groundwater quality.  The proposed research project aims to conduct quantitative 
analyses of relationships among groundwater levels, precipitation, streamflow, and 
groundwater quality.  

The US and Georgia Geological Surveys routinely collect data and perform numerical 
simulation and statistical analyses. However, the proposed work has not been carried out 
before and is needed for several important reasons: 

• The presence of both spatial and temporal heterogeneities in the surface-subsurface 
water system complicates the scientific analyses and decision making, be it through 
theoretical studies, field measurements, or model developments.  

• The relations among precipitation, streamflow, groundwater levels, and groundwater 
quality exhibit complex correlations and variations in space, requiring a plethora of 
spatial data to resolve the properties of these relations.  

• The variability may occur over scales differing by many orders of magnitude, from 
local irrigation areas up to the basinwide flow system, and from individual rain events 
up to seasonal rain fluctuations. 

Purpose and Scope 

In this report, we systematically address the issues mentioned above by applying 
multivariate geostatistical methods to space-time data analyses.  These analyses aim to 
identify the correlations and variations of the above-mentioned variables and to examine 
the existence of characteristic scales in both space and time. Furthermore, our study will 
advance the development of the scientific theory and methodology for the space-time 
data analysis in hydrology, which may be applicable for effective water resources 
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management in Georgia and elsewhere. The study relied on data from published data by 
USGS. Specific objectives include: 

• To develop and critically evaluate broad, general principles and approaches of 
multivariate geostatistical analyses for hydrologic data in time and space. 

• To examine the main variables (precipitation, groundwater level, streamflow, and 
groundwater quality) jointly in space and time and estimate spatio-temporal 
correlation models. 

• To estimate characteristic scales both in space and time for the main variables in the 
lower ACF River basin or, alternatively, identify their fractal characteristics. 

• To analyze the effects of groundwater withdrawal on the precipitation-stream-aquifer 
system both in space and time. 

• To generate historical and forecasting maps of the groundwater level, quality and 
seepage in terms of groundwater withdrawal and precipitation. 

• To develop a set of tools and outlines for effective water resources management for 
the lower ACF River basin. 

Description of Study Area     

The 6,800 –mi2 study area in the lower ACF River basin is shared by southeastern 
Alabama, northwestern Florida, and southwestern Georgia (Fig. 1A). The Apalachicola 
drains from Lake Seminole across the Florida Panhandle and flows into the Gulf of 
Mexico.  The Chattahoochee begins in north Georgia, flows out of Lake Lanier, forms 
the border between Alabama and Georgia, and flows into Lake Seminole in the extreme 
southwest corner of the state.  Lastly, the Flint begins just south of Atlanta and merges 
with Chattahoochee in Lake Seminole. The lower ACF River Basin is drained by all of 
the three rivers and their tributaries [Torak et al., 1996]. Six major aquifers underlie the 
ACF River basin. In the lower ACF River basin, the highly permeable, karstic Upper 
Floridan aquifer is the major source of groundwater supply (Fig. 1B) [Torak et al., 1996]. 
The physiography, hydrogeologic setting, surface- and ground-water hydrology, and 
climate in the study area have been described in the USGS reports [Torak et al., 1996; 
Mosner, 2002; Albertson and Torak, 2002]. The characteristics are summarized as 
follows: 

• The Upper Floridan aquifer is unconfined or semiconfined, connected to surface-
water bodies by springflow and seepage through the extremely productive Ocala 
Limestone and younger units, the main water-bearing unit of the Upper Floridan 
aquifer. 

• Aquifer thickness and hydraulic conductivity of the Upper Floridan aquifer are 
spatially heterogeneous. 
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• The groundwater level in the Upper Floridan aquifer fluctuates considerably in 
response to climate change, infiltrated precipitation, groundwater withdrawal, 
evaporation, and discharge to surface-water bodies. 

• Precipitation is one of the primary mechanisms in recharging both surface- and 
ground-waters in this area.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These characteristics cannot be conveniently incorporated into a groundwater model to 
simulate the hydrologic cycling in the lower ACF River basin. Previous investigations of 
this area were mostly focused on the evaluation of the hydrogeologic conditions and 
water resources potential [e.g., Torak et al., 1993, 1996; Torak and McDowell, 1996; 
Torak and Painter, 2006]. Albertson [2001], Mosner [2002], Torak [2001], and Warner 
and Lawrence [2005] discussed the hydrogeology, water chemistry, and stream-aquifer 
relations in the lower ACF River basin. However, the spatio-temporal correlations and 
variations were not explored, and multivariate analyses were not considered for important 
variables: precipitation, groundwater level, streamflow rate, and groundwater quality. 
Torak et al. [1996], Torak and McDowell [1996], and Albertson and Torak [2002] 

(A) (B) 

Figure 1 (A) ACF River basin location map; and (B) The aquifers in the ACF 
River basin [USGS, http://ga.water.usgs.gov/nawqa/main.maps.html]. 
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developed two-dimensional steady-state models to study the effect of groundwater 
pumpage on stream-aquifer flow in the lower ACF River basin. These deterministic 
models involved solutions of the governing flow equations of modeling piezometric head 
levels in the aquifer. However, such deterministic models typically require a large 
number of input parameters that are not convenient to determine, such as the hydraulic 
conductivity field, precipitation infiltration, and initial and boundary conditions, etc. In 
the absence of understanding the spatial and temporal relations in the precipitation-
stream-aquifer system, models, technologies and strategies that could potentially 
optimize the water use cannot be translated successfully into practice. 

Data Description 

Most of the data used in this research plan stem from the comprehensive hydrographic 
data sets measured by the monitoring system in Georgia and reported by annual 
hydrologic summaries and literatures. The “Georgia HydroWatch” system consists of 223 
real-time monitoring stations, which provide real-time water-stage data, with streamflow 
computed at 198 locations, and rainfall recorded at 187 stations [USGS Fact Sheet, 
2006a]. Fig. 2A shows the map of the USGS streamflow monitoring network, more than 
80 percent of which include precipitation gages [USGS Fact Sheet, 2006a]. The USGS 
groundwater network for Georgia currently consists of 170 wells for continuous 
monitoring groundwater levels and qualities. Figure 2B shows the location of the 
monitoring wells. In particular, there are a larger number of monitoring wells in our study 
area in southwestern Georgia, where there are issues of groundwater withdrawal [USGS 
Fact Sheet, 2006b].  

Water use data has been collected by the Georgia Water-Use Program (GWUP), a 
cooperative program between the USGS and the GaEPD, annually since 1980 and 
published in a state report every fifth year.  

 

 

 

 

 

 

 

 
(A) (B) 

Figure 2 (A) The USGS streamflow monitoring network for Georgia [USGS Fact 
Sheet, 2006a]; and (B) The USGS groundwater monitoring network for Georgia 
[USGS Fact Sheet, 2006b]. 
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Table 1 summarizes the data series that may be available for the geostatistical analyses. 
The numbers of stations in the lower ACF River basin is less than the listed numbers. We 
will focus on the data collected in the area of interest, and we will also consider other 
monitoring stations to examine the scale issue. The aggregate information of groundwater 
use data will be used by assuming a spatially homogeneous process. Furthermore, 
groundwater level measurements also indicate effects of groundwater withdrawals. 
Geostatistical space-time models have been also developed for addressing the difference 
between scales regarding the original and aggregate processes [Rodrguez-Iturbe and 
Meja, 1974; Solna and Switzer, 1996].  

Table 1. Data Series Available for Analyses 

Data Type Size Number 
of Stations 

Time Resolution Period 

Groundwater level Point 170 Monthly average 
and real time 

Current conditions; 
2000-2005 and 
historical data 

Streamflow Point 198 Monthly average 
and real time 

Current conditions; 
2000-2005 and 
historical data 

Precipitation Point 187 Monthly average 
and real time 

Current conditions; 
2000-2005 and 
historical data 

Grounewater 
quality 

Point 170 Monthly average 
and real time 

Current conditions; 
2000-2005 and 
historical data 

Groundwater use Regional 160 
Counties 

Yearly 1980-2000 

 

Methods of Study 

Geostatistical spatio-temporal models are considered as alternative approaches when 
elaborate physically based models are unavailable. The statistical framework 
complements the analysis for space-time data that relies on the joint spatial and temporal 
dependence between observations. In addition, stochastic models, built on some patterns 
of the observed spatio-temporal variability, are based typically on a small number of 
parameters that can be inferred and modeled, without necessarily following the 
underlying governing equations [Cressie, 1993; Wackernagel, 1995; Kitanidis, 1997; 
Kyriakidis and Journel, 1999]. Furthermore, geostatistical spatio-temporal models may 
also be related to physically based models through the trend component of stochastic 
models and the residuals between the observations and deterministically predicted values 
[Christakos and Raghu, 1996; Jones and Zhang, 1997; Venkatram, 1988; Haslett, 1989; 
Pereira et al., 1997; Haas, 1998]. 

The challenges to analyze space-time data include:  
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• The units and scales of space-time data are different and cannot be directly compared 
in a physical sense.  

• There has been a lack of known valid models for space-time covariances and 
variograms.  

Because of the intrinsic ordering and nonreversibility, temporal data cannot be simply 
treated as spatial data. For example, the definition of isotropy in space has no meaning 
for temporal data. Therefore, space--time data were traditionally analyzed independently 
through models initially developed for spatial or temporal distributions. For instance, to 
compare the properties in the spatial patterns over time, spatial analyses, instead of joint 
space-time analyses, may be applied to study the attributes of interest over specific time 
instants [Tabios and Salas, 1985; Goovaerts and Chiang, 1993; Simard and Marcotte, 
1993; Hudson and Wackernagel, 1994]. Alternatively, at specific locations, temporal 
analyses may be applied to study time series data. The joint space-time dependence may 
be analyzed based on the independent spatial or temporal models by correlating the 
model parameters in time or space [e.g., Bras and Rodrigues-Iturbe, 1983; Cressie, 
1993]. The concept of anisotropy may be employed to analyze space-time data, i.e., time 
is considered as an additional space dimension with a different scale. This treatment 
makes it straightforward to conveniently apply all the developed spatial models. Myers 
and Journel [1990] and Rouhani and Myers [1990] discussed the difficulties associated 
with this method. 

Two types of covariance and variogram models, for describing correlations and 
variabilities of space-time data, may be available: (1) separable models; and (2) 
nonseparable models. A spatial-temporal random field ( )tZ ,x , where x  represents spatial 

location and t  time, is separable if Cov ( ) ( )[ ] ( ) ( )ttCCtZtZ ts ′=′ ′′ ,,,,, xxxx  for some 

spatial covariance sC  and temporal covariance tC  [De Cesare et al., 1997; Posa, 1993; 

Rodriguez-Iturbe and Mejia, 1974]. Nonseparable models have also been generated to 
describe space-time data [Cressie and Huang, 1999; De Iaco et al., 2001; Gneiting, 2002; 
Stein, 2003]. The separable model represents the random field as a combination of 
independent components in separate domains, yielding factorized or separable covariance 
and nested structure variogram which allow treating space and time separately by 
techniques developed and successfully used in time series analyses and geostatistics. 
Separability is desirable because it decreases computational efforts dramatically, but it is 
usually a rather unrealistic assumption for large spatial-temporal domains. 

The covariance and variogram models can also be divided into stationary and 
nonstationary models. For stationary models, characteristic scales may be defined when 
the variogram flattens out. For nonstationary variables, fractal characteristics may be 
identified if variograms increase as a power of distance, indicating long term persistence 
or large spatial correlations [Klemes, 1974; Kirchner et al., 2000]. With characteristic 
scales, one can adopt one typical length and time to represent a particular process instead 
of dealing with a spectrum of lengths and times. It is therefore useful to investigate 
whether characteristic scales or fractal characteristics exist.  
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Finally, the estimated covariance and variogram models can be used to generate 
realization or best estimates using kriging systems. Both historical and forecasting maps 
can be obtained to serve as the input functions and calibrations for a groundwater model.  
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SPATIAL CORRELATIONS OF STREAMFLOW, GROUNDWATER LEV EL, 
AND PRECIPITATION 

Model 

The spatial correlation is generally represented by semi-variogram. The experimental 
spatial semi-variogram at a certain time can be calculated as the average of the spatial 
variograms of the observations in time: 
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where sh  is the space lag, ( )ij tZ ,x  is the value of the random variable at time it  and 

spatial location jx  of station j  , Nt is the number of time steps, and ( )si hn  is the number 

of pairs with space lag sh . 

Data Treatment 

The USGS Georgia monitoring network provides 14 stations for recording groundwater 
level and precipitation during 2005 and 2006, and 22 stations for streamflow rate.  Each 
data group is daily measurement.  Yearly averages are analyzed by Eq. (1).  Figure 3A-C 
shows the spatial distribution and the magnitude of these measurements in ACF river 
basin. Larger precipitation is found in the southern basin than in the northern basin. In 
addition, the streamflow rate increased exponentially along the main stream, and the flint 
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river tributaries have lower individual streamflow rates.  

Locations of all monitoring stations are provided in the units of longitude and latitude. 
The Haversine formula is applied to calculate the distance between two stations.  For two 
points on a sphere (of radius R) with latitudes 1ϕ  and 2ϕ , latitude separation 

21 ϕϕϕ −=∆ , and longitude separation λ∆ , where angles are in radians, the spherical 
distance d between the two points (along a great circle of the sphere) can be related to 
their locations by the formula 

( ) ( ) ( ) ( )λϕϕϕ ∆+∆=







sincoscossinsin 21 haverhaver

R

d
haver    (2) 

Let h denote haversin(d/R), given from above. The spherical distance can be evaluated 
by: 

( ) ( )hRhhaverRd arcsin2sin 1 =⋅= −       (3) 

Model Validation 

The criterion to validate the semi-variogram model is the Q1 and Q2 tests based on 
statistical principles for kriging residuals. Q1 is defined as the sample mean of kriging 
residuals, and Q2 is the sample mean of squared errors of kriging residuals.  Ideally, Q1 
should be near 0, and Q2 should be close to 1. In addition, the optimal semi-variogram 
model is given by minimizing the estimation variance: 
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Figure 3. (A) Spatial distribution of the streamflow rate in the Flint River Basin. 
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Figure 3. (B) Spatial distribution of the groundwater level in the Flint River 
Basin. 
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Figure 3. (C) Spatial distribution of the precipitation in the Flint River Basin. 
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Table 2 summarizes the optimal coefficients of exponential semi-variogram models for 
describing spatial correlations of streamflow rate, groundwater level, and precipitation. 
The nugget effect is applied in case that microscale correlations cannot be identified by 
the current monitoring network. The correlation range is about 3 times of the integral 
length for an exponential model. Thus, the spatial correlation ranges are 10.7, 0.4, and 
25.5km for streamflow rate, groundwater level, and precipitation, respectively.  

Table 2. The optimal values with minimum cR subject to |Q2-1|<0.01 

 

Figures 4A-6A show the raw, experimental variogram and the semi-variogram models 
that pass the Q1 and Q2 tests and the optimal models. Figures 4B-6B and 4C-6C show the 
distributions of the coefficients as a function of cR.
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(A) 

(B) (C) 

Figure 4. Semi-variogram model estimation for streamflow rate. (A) raw and 
experimental variogram and semi-variogram models pass Q1 and Q2 tests; (B) distribution 
of coefficients; (C) distribution of coefficients. 
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(A) 

(B) (C) 

Figure 5. Semi-variogram model estimation for streamflow rate. (A) raw and 
experimental variogram and semi-variogram models pass Q1 and Q2 tests; (B) distribution 
of coefficients; (C) distribution of coefficients. 



 16 

(A) 

(B) (C) 

Figure 6. Semi-variogram model estimation for streamflow rate. (A) raw and 
experimental variogram and semi-variogram models pass Q1 and Q2 tests; (B) distribution 
of coefficients; (C) distribution of coefficients. 
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SPATIOTEMPORAL ANALYSIS OF PRECIPITATION 

Model 

The experimental temporal variograms can be calculated as the average of the temporal 
variograms of the individual time series: 
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where th  is the time lag, ( )ij tZ ,x   is the value of the transformed variable at time it  and 

spatial location jx  of station j , Ns is the number of data series, and ( )tj hn  is the number 

of pairs with time lag th .  

The experimental spatial-temporal variogram can be evaluated by: 
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Saptiotemporal data can be analyzed by the vectorial time series approach and the single 
spatiotemporal random function approach. The difference is that the latter approach only 
considers the data from previous time events. This is more suitable for real-time 
estimation and forecasting.  

Mean Function 

Mean function for precipitation is estimated by monthly data measured by the Georgia 
monitoring network (Figure 7). The essential mean function is described by a Fourier 
type function, and no obvious trend is observed (Figure 8).  

( ) ( ) ( ) 
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= txbtxbtxm
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6

cos, 10

ππ
      (8) 

Spatial Correlation and Random Field Generation 

The mean function has two factors, b0 and b1, which are considered as spatial random 
functions. The semi-variogram analysis is presented by Figures 9 and 10 for each of them. 
Best linear estimations of spatial distributions of these two factors are obtained by 
ordinary kriging systems. Periodic precipitation generation can also be done by assuming 
independent Gaussian random fields for factors 1 and 2 (Figure 11).
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Figure 7. Monitoring system for precipitation in Georgia. 
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Figure 8. Mean function of precipitation. No trend is observed. 
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(A) 

(B) 

Figure 9. Spatial analysis of factor 1. (A) semi-variogram model; (B) kriging results. 
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(A) 

(B) 

Figure 10. Spatial analysis of factor 2. (A) semi-variogram model; (B) kriging results. 
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Figure 11. Generation of precipitation data of November by assuming independent Gaussian 
random fields of factors 1 and 2. 
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SPATIOTEMPORAL ANALYSIS OF GROUNDWATER WITHDWAL 

The estimated 16,500 irrigation systems in Georgia use exclusively or a combination of 
groundwater, surface water and well to pond water as their water source. Georgia has 
identified various contributors to water withdrawals and withdrawal permitting schemes 
for agricultural purposes by issuing permits for withdrawal of water for industrial, 
municipal, or agricultural use for withdrawals that have the capacity to exceed 100,000 
gallons per day (gpd) on a monthly average.  As a result of the 1988 statues, many 
permitted water users were specifically exempted from water metering, record keeping, 
and reporting to EPD. In 1998, EPD requested that the Georgia Cooperative Extension 
Service (CES) establish a statewide system for measurement of water application by 
producers and conduct a multi-year study of those water amounts. From 1999-2004, a 
2% random sample of irrigation systems and a  5% sample of ground-water-supplied 
systems was metered across Georgia. Flow rates on sampled irrigation systems were 
measured with “strap-on” digital flow meters, and usage hours were recorded monthly for 
each system. Additionally, crop type, wetted area, power source, and water source were 
determined during each observation.    

Data 

The Spring Creek Sub-basin of the Lower Flint River Basin hosts the highest density of 
agricultural users in the Flint River Basin of the Appalachicola watershed in Georgia.  
The Fall Line forms the southern boundary and separates North Georgia from the Coastal 
Plain (Figure 12B), where more than 95% of crop production and irrigation acreage lies. 
Agricultural water sources are typically 30% surface water and 70% groundwater south 
of the Fall Lin in Georgia. Approximately 250 mgd are used basin wide in the FRB by 
agricultural surface-water users in July (the peak month) of a typical irrigation season 
during a drought year, and approximately 950 mgd are withdrawn from Floridan aquifer 
irrigation wells at the peak of the irrigation season during a drought year (Couch et al, 
2006). 

The CES report contains annual average irrigation water withdrawals for each county in 
Georgia (see Appendex). North of the Fall Line in Georgia, few agricultural areas lie over 
high-yielding aquifers.  South of the Fall Line, especially in Southwest Georgia, most 
farms are underlain by deep high-yielding aquifers, particularly the Floridan aquifer.  
Reliable withdrawals at rates exceeding 1000 gal/min are common with larger wells in 
those areas and as a result, southwestern Georgia has the highest density of groundwater 
use permits (Figure 13A).  Furthermore, the more heavily irrigated areas fell within the 
Spring Creek Sub-basin.  Statistical studies of stream discharge and biological studies of 
endangered fresh-water mussels indicate that Spring Creek sub-basin has exceeded its 
safe yield in terms of farm-use withdrawals (Couch et al, 2006). Using this information, 
the task of identifying counties for this study paper was straightforward. As a way to fully 
capture the impact that groundwater withdrawals have on groundwater levels, this paper 
focuses on counties in the Spring Creek Sub-basin which had the highest density of 
randomly selected irrigation systems (Figures 12A, 14): Baker, Calhoun, Decatur, 
Dougherty, Early, Lee, Miller, Mitchell and Worth.   
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For the purposes of statistical inferences, the irrigation water use random sampling 
strategy conducted by the CES group is assumed to have been identically, independently 
distributed.  In the collection of the randomly sampled sites, each has the same 
probability distribution as the others and all are mutually independent. This assumption 
allows one to conclude that the proportion of sampled irrigation sites from county to 
county is an accurate reflection of the true irrigation system profile for the Lower Flint 
River Basin.  Annual groundwater withdrawal amounts are elaborated in the Appendix. 

Groundwater withdrawals used in my study are based on the weighted irrigation depths 
computed for each irrigation system by the CES group (see Appendix). This was 
accomplished by dividing annual total quantity or water pumped onto a field by the entire 
wetted area of that system, regardless of whether only a portion of that field was 
irrigation at that time. Statewide means for irrigation depth were calculated for each year 
for those individual systems.  Unweighted averaged are averages of irrigation depths 
observed for each site.  Weighted averages show the influence of wetted field size; 
weighting sums the volumes of water pumped in the stated and divides that by the sum of 
the wetted acres.  The assumption was that the random stratified sampling achieved its 
purpose of proportionally sampling every type of field and use, and so the weighted 
average irrigation depth was the preferred value in calculations of total withdrawals as 
seen in Table 3. 
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Figure 12. (A) Division of Goergia into four agricultural water permitting reportings 
regions and the number of sampling sites in each of Georgia counties from sampling in 
proportion to the number of permits issued in each county and (B) County by county 
irrigated area density (1 dot = 0.1% of irrigated field in 2000 overlying a map 
illustrating Georgia’s 14 major drainage basins.  

 

(A) (B) 
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Figure 13. Locations for pending and permitted groundwater withdrawal users in 2000 
for Lower Flint River Basin in Georgia. and (b)  Locations for pending and permitted 
surface water withdrawal users in 2000 for Lower Flint River Basin in Georgia. 

 

(A) (B) 
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Figure 14.  Circle in the vicinity of Spring Creek sub-basin from which counties with 
highest number of randomly selected irrigation systems were selected.  
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The nine counties selected for this paper contained excellent examples of irrigation 
systems that used groundwater as their primary water source and there was a 
commendable collection of USGS gages with groundwater level records for the period 
1999 through 2004.   

 In selecting appropriate USGS gages to accurately represent the characteristic 
hyrogeology of the Spring Creek Sub-basin, the Upper Floridan Aquifer exhibits a very 
close connection between the groundwater and surface water (Couch et al, 2006).  In 
total, 17 USGS gages were selected to represent the Spring Creek Sub-basin (Table 4).  
The criteria for selecting a USGS gage in this paper are mainly driven by data 
availability.  A particular county may have dozens of USGS gages but only a few have a 
period of record which overlaps that of the study period 2000-2004.  The following was 
met in selecting the USGS gages to represent annual mean groundwater levels.  Firstly, 
the gage must overly the Floridan Aquifer; secondly the gage must reflect monthly 
groundwater level measurements as best as possible for years 1999 - 2004. 

 The USGS gage locations were given in latitude and longitude and had to be 
converted into a different set of units that would resemble the spatial distance in between 
gages.  The conversion was simply done assuming that the Earth is a sphere but that the 
distances between gages are small enough that the ground can be considered flat. Figure 
15 shows a spatial representation of USGS groundwater observation sites withing upper 
Floridan Aquifer in Southwest Georgia in distance, feet. 
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Table 3. Mean annual are-weighted irrigation depths and calculated withdrawals by 
county and water source for 2002 in the Southwest region. For means calculated from 
less than 5 samples (indicated by *) from within the county and its adjacent neighboring 
counties, withdrawals were calculated from region-wide means for that source [Hook et 
al, 2005]. 
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Table 4.  USGS Gages overlying the Upper Floridan Aquifer in Spring Creek Sub-basin 
of Georgia. 

County 
USGS Gage 

Identification 
Number 

Latitude Longitude 

Number of 
Observations [1999 
2000 2001 2002 2003 

2004] 

Observation Interval 
(Convential Dates) 

Baker_A 312617084110701 31.43825 84.18502778 [11 11 5 4 6 2] 2/5/1999 9/2/2004 
Baker_B 311400084295502 31.23333333 84.49861111 [12 11 10 10 10 9] 1/14/1999 11/10/2004 
Calhoun 312853084275101 31.48138889 84.46416667 [11 11 10 10 9 6] 2/8/1999 10/15/2004 
Decatur_A 310428084310501 31.07444444 84.51805556 [12 10 12 7 9 7] 1/13/1999 11/11/2004 
Decatur_B 305736084355801 30.96166667 84.59611111 [13 13 6 6 4 4] 1/13/1999 9/29/2004 
Dougherty_A 312950084131801 31.49758333 84.22152778 [12 10 10 10 11 6] 1/15/1999 10/20/2004 
Dougherty_B 313450084091801 31.58055556 84.155 [12 10 10 10 10 7] 1/19/1999 10/25/2004 
Dougherty_C 313040084125901 31.51161111 84.20919444 [12 10 12 12 10 10 6] 1/15/1999 11/15/2004 
Dougherty_D 313019084104601 31.50538889 84.17952778 [- 7 12 10 12 11] 7/10/2000 11/1/2004 
Dougherty_E 313521084051001 31.58916667 84.08611111 [12 10 10 10 9 7] 1/14/1999 11/30/2004 
Early 312232084391701 31.37722222 84.65472222 [12 14 8 4 4 3] 1/12/1999 9/8/2004 
Lee 313808084093601 31.63555556 84.16 [16 12 6 3 4 3] 1/14/1999 9/9/2004 
Miller_A 310651084404501 31.11416667 84.67888889 [12 15 8 6 5 5] 1/13/1999 8/17/2000 
Miller_B 311009084495502 31.16888889 84.83166667 [11 11 10 11 10 7] 2/11/1999 11/10/2004 
Mitchell_A 311802084192302 31.30055556 84.32305556 [13 12 10 10 10 7] 1/13/1999 11/11/2004 
Mitchell_B 312127084065801 31.35805556 84.11583333 [13 13 8 5 4 3] 1/14/1999 8/9/2004 
Worth 314330084005402 31.725 84.01416667 [13 11 11 11 11 12] 1/7/1999 11/30/2004 
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Spatial Coordinates of USGS Groundwater Observation  Sites within Upper 
Floridian Aquifer in Southwest GA
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Figure 15.  Spatial representation of USGS groundwater observation sites withing 
upper Floridan Aquifer in Southwest Georgia in distance, feet. 
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Semi-variograms 

Both spatial and temporal experimental variograms were constructed using the 
groundwater level data available at the 17 USGS gages in the study area.  The spatial 
distribution of gage sites shown in Figure 4 is thought to hold much potential in 
producing a two dimensional profile groundwater levels for an area with dimensions 
43.32 by 5203.23 feet. Within the confines of these dimensions are the 9 counties 
selected for the spatial analysis.  Groundwater levels at the gage sites are pre-processed 
by computing mean annual values based on the available number of observations each 
year. Note that the distance scale for the spatial variogram reflects latitude and longitude 
due to computational constraints encountered when trying to use English units of distance 
(feet).  Odd numbered Figures 17 – 25 display the final experimental variogram fit 
chosen after successive attempts to improve validation statistics and the corresponding 
predition model using ordinary kriging. 

The temporal data used to construct experimental variograms for groundwater levels 
came from the year and date on which the measurement was taken at the USGS site and 
was transformed into a date series, much in the same way Julian days are calculated.   It 
was thought that for each county, a one dimensional temporal experimental variogram 
could be constructed to characterize the temporal continuity or roughness of the data set. 
The groundwater level prediction model took form using ordinary kriging and the 
prediction interval varied by county but consistently spanned the years 2000 through 
2004.   In constructing the temporal groundwater level prediction models using the 
experimental variogram, the quantity and frequency of available data played a key role in 
minimizing the 95% confidence intervals. This is discussed further in the results section. 
Figures 26 – 28 display the final selection for the experimental temporal variogram 
model for selected counties with interesting characteristic groundwater prediction 
models.  

Experimental spatial variograms were constructed in an attempt to determine the 
distribution of groundwater withdrawals for the study area.  Since the exact preprocessing 
procedure used to compute the weighted annual average groundwater withdrawals for 
each county is not readily available, the assumption was made that the weighted mean 
value could be used for any spatial location within a given county. This meant that in 
cases were there was more than one spatial location in a county, the mean value of 
groundwater withdrawal held constant for those locations.  The final selection of 
experimental variogram model and groundwater withdrawal prediction model are in even 
numbered Figures 16 – 24.   

This inconvenience led to the exploration of how one might go about developing an 
experimental model that described the correlative characteristics or interdependence 
between groundwater level and groundwater withdrawal.  Would it be possible to 
estimate the cross-covariance between these two variables in order to predict one 
knowing only about the other?  The question begs an answer, but before going further on 
this topic, it is important to explore the possibility that I may have found a qualifying 
dataset for such an interesting analysis.  
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In all the variogram model analyses conducted in this study, the greatest effort was 
placed on obtaining an experimental variogram that accurately representing the observed 
data near the origin.  The best validation statistics were obtained with an exponential 
model in each of the three cases mentioned, (1) Spatial variograms for annual 
groundwater levels for years 2000-20004(2) Spatial variogram for annual groundwater 
withdrawals for year 2000 -2004 and (3) Temporal variogram for groundwater levels at 
each county.  

Validation statistics and summary of all experimental variogram model selection 
parameters are in Tables 5 – 7 for the spatial and temporal variogram analyses.   
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Figure 16.  (A) Spatial Variogram and (B) Prediction Model  for 
Groundwater levels in 2000. 
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Figure 17.  Spatial Variogram (A) and Prediction Model (B)  
for Groundwater Withdrawal Quantities 2000.   
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Figure 18.  (A) Spatial Variogram and (B) Prediction Model  for 
Groundwater levels in 2001. 
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Figure 19.  Spatial Variogram(A) and Prediction Model (B) for 
Groundwater Withdrawal Quantities 2001. 
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Figure 20.  (a) Spatial Variogram and (b) Prediction Model  
for Groundwater levels in 2002. 
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Figure 21.  Spatial Variogram (a) and Prediction Model (b) for 
Groundwater Withdrawal Quantities 2002. 
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Figure 22.  (a) Spatial Variogram and (b) Prediction Model  
for Groundwater levels in 2003. 
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Figure 23.  Spatial Variogram (a) and Prediction Model (b) 
for Groundwater Withdrawal Quantities 2003. 
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Figure 24.  Spatial Variogram (a) and Prediction Model (b) 
for Groundwater Withdrawal Quantities 2004. 
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Figure 25.  Spatial Variogram (a) and Prediction Model (b) for 
Groundwater Withdrawal Quantities 2004. 
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Figure 26.  Temporal Variogram (a) and Prediction Model (b) for 
Groundwater level at BakerB for the observation period 2/5/1999 – 
9/2/2004. 
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Figure 27.  Temporal Variogram (a) and Prediction Model (b) for 
Groundwater level at Calhoun for the observation period 1/14/1999 – 
11/10/2004. 
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Figure 28. Temporal Variogram (a) and Prediction Model (b) for 
Groundwater level at Lee for the observation period 1/12/1999 – 
9/8/2004. 
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Table 5.  Summary statistics for spatial exponential variograms of Groundwater levels 
study area of Georgia for years 2000 – 2004. 

Exponential Variogram Model Validation 
Annual Average Depth to Groundwater in SW Irrigation Counties in GA 
Year Variance Length Q1 Q2 cR 

2000 30000 0.15 -0.3359 0.79731 21483.0695

2001 60000 0.5 -0.4587 0.95724 18166.6059

2002 40000 0.2 -0.3477 0.75251 24243.0773

2003 40000 0.3 -0.4486 0.92399 18299.7846

2004 40000 0.2 -0.4214 0.87071 24243.0773

 

 

Table 6.  Summary statistics for spatial exponential variograms of Groundwater 
withdrawals in  study area of Georgia for years 2000 – 2004. 

Exponential Variogram Model Validation 
Annual Average Depth to Groundwater in SW Irrigation Counties in GA 
  Variance Length Q1 Q2 cR 

2000 0.3 0.1 -0.2627 1.5354 0.25786

2001 0.3 0.1 0.19215 0.89035 0.25786

2002 1.3 0.2 0.21659 1.002 0.7879

2003 1.7 0.5 -0.0455 0.84191 0.51472

2004 0.6 0.3 -0.1536 0.82687 0.2745

 

 

Table 7.  Summary statistics for temporal exponential variograms for groundwater levels 
during study period at selected counties within study area in Georgia. 

Georgia 
County 

Validation Statistics 
Exponential 

Model 
Parameters 

Interval 

Prediction 
Interval 
(Serial 
Value) 

Prediction Interval 
(Convential Date) 

  Q1 Q2 cR Var Length Non-Uniform tmin tmax tmin tmax 
Lee 0.314 0.807 12.257 30 100 [50 150 200 400 700 1200] 0 2066 1/12/1999 9/8/2004 

Baker_B -0.029 1.266 5.447 35 400 [50 150 300 500 700 1000 1500] 0 2026 2/5/1999 9/2/2004 
Calhoun 0.012 1.044 2.658 3.5 50  [50 150 300 500 700 1000 1500] 0 2127 1/14/1999 11/10/2004 
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Covariance Analysis 

The usefulness of the data selected for this paper becomes evident when covariance 
calculations are made (Table 8).   In this analysis, three parameters are considered:  Mean 
annual irrigation depth by year and county, mean annual groundwater level by depth and 
county and mean annual groundwater withdrawals by year and county.  Of the 
agricultural use data available for analysis in this paper, mean annual irrigation depth and 
mean annual groundwater withdrawal amounts are pre-processed values as described 
earlier in the text.  However, based on the information known about irrigation water use 
in the study area, the dependency of groundwater withdrawals and irrigation depths is 
expected to be high.  This is because the characteristic irrigation profile of the Spring 
Creek Sub-basin is one in which irrigation water sources are 30% surface and dominated 
by 70% groundwater. Additionally, the covariance statistic for these two variables is 
expected to perform well because of greater data availability in the CES study.  

The measure of dependency between groundwater levels and withdrawals is of great 
interest and importance in determining how irrigation schemes affect the hydrology of a 
region. The outcome of this analysis is discussed in the results section. 

Table 8 (a-e).  Covariance calculations in test for correlations between mean irrigation 
depth, groundwater level and groundwater withdrawals for all counties, separated by 
year. 

2000 Covariance Matrix for Upper Floridian Aquifer in SW GA 

  
Mean Annual 
Irrigation Depth (in) 

Mean Annual GW 
Withdrawal (in) 

Mean Annual Depth 
to Groundwater (in) 

Mean Annual 
Irrigation Depth (in) 0.81 0.38 24.60
Mean Annual GW 
Withdrawal (in) 0.38 0.36 46.43
Mean Annual Depth 
to Groundwater (in) 24.60 46.43 21948.40
(a) 

2001 Covariance Matrix for Upper Floridian Aquifer in SW GA 

  
Mean Annual Irrigation 
Depth (in) 

Mean Annual GW 
Withdrawal (in) 

Mean Annual Depth to 
Groundwater (in) 

Mean Annual Irrigation 
Depth (in) 0.48 0.14 24.87

Mean Annual GW 
Withdrawal (in) 0.14 0.22 49.57

Mean Annual Depth to 
Groundwater (in) 24.87 49.57 28263.26
(b)  
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2002 Covariance Matrix for Upper Floridian Aquifer in SW GA 

  
Mean Annual Irrigation 
Depth (in) 

Mean Annual GW 
Withdrawal (in) 

Mean Annual Depth to 
Groundwater (in) 

Mean Annual Irrigation 
Depth (in) 0.69 0.38 33.79

Mean Annual GW 
Withdrawal (in) 0.38 0.95 98.99

Mean Annual Depth to 
Groundwater (in) 33.79 98.99 25861.11
(c) 

2003 Covariance Matrix for Upper Floridian Aquifer in SW GA 

  
Mean Annual Irrigation 
Depth (in) 

Mean Annual GW 
Withdrawal (in) 

Mean Annual Depth to 
Groundwater (in) 

Mean Annual Irrigation 
Depth (in) 0.30 0.54 20.89

Mean Annual GW 
Withdrawal (in) 0.54 1.06 68.17

Mean Annual Depth to 
Groundwater (in) 20.89 68.17 25987.92
(d) 

2004 Covariance Matrix for Upper Floridian Aquifer in SW GA 

  
Mean Annual Irrigation 
Depth (in) 

Mean Annual GW 
Withdrawal (in) 

Mean Annual Depth to 
Groundwater (in) 

Mean Annual Irrigation 
Depth (in) 0.53 0.43 36.65

Mean Annual GW 
Withdrawal (in) 0.43 0.45 71.82

Mean Annual Depth to 
Groundwater (in) 36.65 71.82 29024.32
(e) 

 

Summary 

The completeness of the data records for the USGS stations varied widely and hence 
some adjustments and data manipulation should be carried out to correct for any temporal 
discontinuities.  This analysis data manipulation should include discarding some stations 
without monthly measurements for each of the representative years 2000-2004.  Although 
analysis data manipulation did include the calculation of the mean and temporal trends 
for each USGS station, further temporal desegregation is needed in order to accurately 
represent the seasonality of the data (i.e. monthly not annual values). 

The goal in trying to estimate groundwater level and withdrawal using variogram analysis 
and ordinary kriging was to identify two different types of correlations using product-
moment calculations (Pearson’s r).  The first correlation was between the annual 
groundwater level and annual weighted groundwater withdrawal in Spring Creek Sub-
basin Georgia. The second correlation pointed towards groundwater levels before and 
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during hydrologic drought.  This was accomplished by computing covariances for each 
year in the study period 2000 -2004. While this analysis could clearly define the 
relationship between groundwater levels and withdrawals, several observations were 
made about the performance of the data. 

The usefulness of the data selected becomes evident in computing covariance 
calculations.   In this analysis, three parameters are considered:  Mean annual irrigation 
depth by year and county, mean annual groundwater level by depth and county and mean 
annual groundwater withdrawals by year and county. Stated earlier in the paper were the 
selection criteria for the USGS groundwater monitoring gages.  Based on these criteria, 
Table 8 lists the number of observations available for each year of the study by county.  It 
is clear that the year 2000 contains the highest number of groundwater measurements, 
between 10–15 monthly distributed observations.  In 2001, 2002, and 2003 the range of 
available measurements are 5–12, 4 – 12, and 4–11, respectively. The decline in available 
data beginning in 2001 is most evident in 2004 with a range of available measurements 2 
– 9, with an average of 6 measurements.  This is why the covariance calculations show 
the strongest  relationships between groundwater levels and withdrawals in 2000 and 
2001 and do not perform as well from 2002 through 2004 (Table 9).  On the other hand, 
covariance statistics between mean irrigation depth and groundwater withdrawals 
consistently show a strong dependency throughout the study period 2000-2004. 

Table 9.  Number of USGS groundwater observations by county and year. 

County 
Number of Observations 
[1999 2000 2001 2002 2003 
2004] 

Baker_A [11 11 5 4 6 2] 
Baker_B [12 11 10 10 10 9] 
Calhoun [11 11 10 10 9 6] 
Decatur_A [12 10 12 7 9 7] 
Decatur_B [13 13 6 6 4 4] 
Dougherty_A [12 10 10 10 11 6] 
Dougherty_B [12 10 10 10 10 7] 
Dougherty_C [12 10 12 12 10 10 6] 
Dougherty_D [- 7 12 10 12 11] 
Dougherty_E [12 10 10 10 9 7] 
Early [12 14 8 4 4 3] 
Lee [16 12 6 3 4 3] 
Miller_A [12 15 8 6 5 5] 
Miller_B [11 11 10 11 10 7] 
Mitchell_A [13 12 10 10 10 7] 
Mitchell_B [13 13 8 5 4 3] 
Worth [13 11 11 11 11 12] 

The spatial variogram analysis resulting in graduated color filled contour maps computed 
using ordinary kriging reveal a trend in both groundwater levels and withdrawals.  The 
USGS stations that reflect the greatest impact in groundwater level fluctuations exhibit 
the highest response in groundwater irrigation withdrawals, though not quantifiable by 
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any statistical measure.  It was mentioned earlier that one of the goals of this study would 
be to determine if it would be possible to describe the interdependence between 
groundwater levels and groundwater withdrawals.  In fact, this is a relationship that one 
would intuitively predict since the Upper Floridan aquifer exhibits connectivity to the 
surface water due to being an artesian aquifer composed of Carbonate-rock. However, if 
the covariance calculations are seen as the first indication that cross-covariance statistics 
would be strong, then I would have to say the future is bleak for this dataset. Later in the 
text we will look into this topic from another angle, the temporal variograms for 
groundwater levels in different counties. 

Now we will compare two very different experimental temporal variograms and their 
corresponding groundwater level prediction models.  Figures 29 (a) and (b) show a 
statistically valid (Table 10) experimental variogram model at Baker_A county for the 
observation period 2/5/1999 – 9/2/2004 with an average of 10.3 observations per year in 
a of sequence [12   11   10   10   10   9] for years 1999 - 2004 . The prediction model in 
this case shows the 95% confidence interval as a close band surrounding the observed 
groundwater levels.  Similarly, Figures 20c and d show a statistically valid (Table 10) 
experimental variogram model at Lee county, but for the observation period 1/12/1999 – 
9/8/2004 with an average of only 7.3 observations per year in a sequence of [16   12   6   
3   4   3].  The groundwater level prediction model for Lee demonstrates how the number 
of observations can greatly influence the 95% confidence interval.  Just as the number of 
observations drops after the 2nd year of the study period for Lee, the confidence interval 
balloons out after approximately the around the same time, yielding an inherently useless 
prediction model.   
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(a)      (b) 

 

(c)       (d) 

Figure 29.  Temporal Variogram (a) and Prediction Model (b) for Groundwater level at 
BakerB for the observation period 2/5/1999 – 9/2/2004.  .  Temporal Variogram (c) and 
Prediction Model (d) for Groundwater level at Lee for the observation period 1/12/1999 – 
9/8/2004. 
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Table 10.  Experimental temporal variogram parameters and statistics for comparative 
analysis between a continuously monitored USGS site, Baker_B, and a sparsely 
monitored USGS site, Lee. 

County Validation Statistics 
Exponential 

Model 
Parameters 

Interval 

Prediction 
Interval 
(Serial 
Value) 

Prediction Interval 
(Convential Date) 

  Q1 Q2 cR Var Length Non-Uniform tmin tmax tmin tmax 
Lee 0.314 0.807 12.257 30 100 [50 150 200 400 700 1200] 0 2066 1/12/1999 9/8/2004 

Baker_B -0.029 1.266 5.447 35 400 [50 150 300 500 700 1000 1500] 0 2026 2/5/1999 9/2/2004 

 

SUMMARY AND CONCLUSIONS 

In this research, four research subtasks were completed: (1) spatial analysis of streamflow 
rate, groundwater level, and precipitation in the ACF river basin; (2) spatiotemporal 
analysis of precipitation; (3) spatiotemporal analysis of groundwater withdraw; and (4) a 
MATLAB geostatistical toolbox (see Appendix). The following conclusions may be 
drawn from the research tasks: 

Geostatitical Theory 

• The range of the optimal parameters of semi-variogram models is wider under the 
condition with 95% confidence than under the condition that Q2 test is perfectly 
satisfied, but it is computationally efficient; 

• Probabilistic forecast and potential map construction are accessible provided with 
accurate spatiotemporal analysis; 

• A model decomposition in a spatiotemporal trend plus a residual should be 
associated with physical interpretations; 

• Benchmark tests are necessary to test the optimization methods for estimating the 
best spatial correlation models and evaluate the forecasting results. 

Field Application 

• The magnitudes of correlation scales of groundwater levels, precipitations, 
groundwater withdraw, and streamflow rate are variable and different by orders in 
the ACF basin area; 

• The spatial correlation ranges are 10.7, 0.4, and 25.5km for streamflow rate, 
groundwater level, and precipitation, respective, and for groundwater withdraw 
less than 1km, which indicating that groundwater withdraw and groundwater level 
have similar length scale in terms of spatial correlations 

• Groundwater levels, groundwater withdraw, and precipitations are correlated and 
dependent; 
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• The covariance calculations show the strongest  relationships between 
groundwater levels and withdrawals in 2000 and 2001 and do not perform as well 
from 2002 through 2004 (Table 9).  On the other hand, covariance statistics 
between mean irrigation depth and groundwater withdrawals consistently show a 
strong dependency throughout the study period 2000-2004; 

• The USGS stations that reflect the greatest impact in groundwater level 
fluctuations exhibit the highest response in groundwater irrigation withdrawals, 
though not quantifiable by any statistical measure;   

• Although analysis data manipulation did include the calculation of the mean and 
temporal trends for each USGS station for groundwater withdraw, further 
temporal desegregation is needed in order to accurately represent the seasonality 
of the data (i.e. monthly not annual values). 
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APPENDIX – Geostatistical Analysis MATLAB Toolbox 

Function - GeoKriging 
 
function GeoKriging(filename, dim)  
% Isotropic Ordinary Kriging System  
% This program includes:  
%    1. Expriment Variogram  
%    2. Prelimanary selection of variogram model  
%    3. Validation of variogram model  
%    4. Prediction by ordinary kriging  
% INPUT PARAMETER: 
%   filename: INPUT FILE  
%       Format of input data:  
%            Measurement   Coordinates  
%       For example:  
%            Measurement   x   y   z  
%   dim: dimension of data (1 - 1D; 2 - 2D; 3-3D)  
% 
% Jian Luo  
% Georgia Institute of Technology  
% Feb. 27, 2007  
  
warning off;  
fid = fopen(filename,'r');  
% Reading input file  
n = 1; huhu=fgets(fid); % the first line is a descr iption line  
switch dim  
    case 1  
        while 1  
            data_in = fgetl(fid); if ~ischar(data_i n), break, end  
            [value(n),xyz(n,1)]=strread(data_in,'%f %f'); n = n+1;  
        end  
    case 2  
        while 1  
            data_in = fgetl(fid); if ~ischar(data_i n), break, end  
            [value(n),xyz(n,1),xyz(n,2)]=strread(da ta_in,'%f%f%f'); n = 
n+1;  
        end  
    case 3  
        while 1  
            data_in = fgetl(fid); if ~ischar(data_i n), break, end  
            
[value(n),xyz(n,1),xyz(n,2),xyz(n,3)]=strread(data_ in,'%f%f%f%f'); n = 
n+1;  
        end  
end  
fclose(fid);  
  
  
% Number of measurements  
Nmeas = length(value);  
  
% Exprimental variogram  
[hEff, expVario] = Exp_vario(filename, dim);  
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% Preliminary selection of variogram model  
model_pre = 0; model_valid = 0;  
xd = linspace(0, max(hEff));  
while model_valid == 0  
    while model_pre == 0  
        disp('===============Preliminary Variogram Model Selection 
============');  
        disp('Please select the behavior near the o rigin:');  
        Orig = input('1 --- No Nugget;   2 --- Nugg et:   ');  
        Station = input('Please select 1 --- Statio nary;   2 --- 
Nonstationary:   ');  
        Nugget = 0;  
        if Orig == 2  
            Nugget = input('Please input the nugget  value:  ');  
        end  
        if Station == 1  
            model = input('Please select 1 --- Gaus sian;   2 --- 
Exponential:   ');  
            sigma2 = input('Parameters (sigma2) = ' );  
            L      = input('Parameters    L     = ' );  
            Para = [sigma2 L];  
            if model == 1  
                vario = sigma2*(1-exp(-xd.^2/L^2));  
            else  
                vario = sigma2*(1-exp(-xd/L));  
            end  
        else  
            model = 0;  
            theta = input('Power Model Parameters ( theta) = ');  
            s     = input('Power Model Parameters ( order) = ');  
            Para = [theta s];  
            vario = theta*xd.^s;  
        end  
        vario = vario + Nugget;  
        figure(1001); hold on;  
        plot(xd, vario, 'b--');  
        model_pre = input('Do you want to try anoth er type of model? 0 
--- Yes; 1 --- No: ');  
    end  
    model_pre = 0;  
% Model Validataion  
    disp('==========================Model 
Validation=======================');  
    delta(1)= value(2)-value(1);  
    h1      = norm(xyz(1,:)-xyz(2,:));  
    Kvar(1) =  gamma_vario(Nugget, Station, model, Para, h1);  
    for np = 2:Nmeas-1  
        A = zeros(np+1,np+1); b = zeros(np+1,1); % initialization  
        [A, b] = OK_Ab(Nugget, Station, model, Para , xyz(1:np,:), 
xyz(np+1,:));  
        coef = A\b;  
        ze = value(1:np)*coef(1:np);  
        delta(np) = value(np+1)-ze;  
        Kvar(np)  = -b'*coef;  
    end  
    Nres  = delta./sqrt(Kvar);  
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% Q1 and Q2 statistic  
    Q1 = mean(Nres);  
    Q2 = mean(Nres.^2);  
    cR = exp(mean(log(Kvar)));  
  
    Q1_r = 2/sqrt(Nmeas-1);  
    Q2_r = 2.8/sqrt(Nmeas-1);  
    disp(['Q1 = ', num2str(Q1)]);  
    disp(['Q2 = ', num2str(Q2)]);  
    disp(['cR = ', num2str(cR)]);  
  
    if abs(Q1) > Q1_r & abs(Q2-1) > Q2_r  
        disp('Both Q1 and Q2 statistic failed. The variogram model 
should be rejected.');  
    elseif abs(Q1) > Q1_r & abs(Q2-1) <= Q2_r  
        disp('Q1 statistic failed. The variogram mo del should be 
rejected.');  
    elseif abs(Q1) <= Q1_r & abs(Q2-1) > Q2_r  
        disp('Q2 statistic failed. The variogram mo del should be 
rejected.');  
    else  
        disp('Congratulations! Both Q1 and Q2 stati stic passed !!');  
        model_valid = 1;  
        if Station == 1 & model == 1  
            disp(['The variogram model is a Gaussia n model: variance = 
', num2str(sigma2), ' and L = ',num2str(L),...  
                ' and Nugget = ',num2str(Nugget)]);  
        elseif Station == 1 & model == 2  
            disp(['The variogram model is a Exponen tial model: variance 
= ', num2str(sigma2), ' and L = ',num2str(L),...  
                ' and Nugget = ',num2str(Nugget)]);      
        elseif Station == 2  
            disp(['The variogram model is a Power m odel: theta = ', 
num2str(theta), ' and order = ', num2str(s),...  
                'and Nugget = ',num2str(Nugget)]);  
        end  
        
disp('============================================= ====================
==================');     
        cont = input('Do you want to use the variog ram model for 
prediction? 1 --- Yes; 2 --- No: ');  
        if cont == 1  
            switch dim  
                case 1  
                    xmin = input('Minimum x: ');  
                    xmax = input('Maximum x: ');  
                    dx   = (xmax-xmin)/100;  
                    xp   = xmin:dx:xmax;  
                    Ap = OK_A(Nugget, Station, mode l, Para, xyz, dim);               
                    bp = OK_b(Nugget, Station, mode l, Para, xyz, xp', 
dim);  
                    coef_p = Ap\bp;  
                    zp = value*coef_p(1:end-1,:);  
                    zp_var  = diag(-coef_p'*bp);  
                    figure(1002)  
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                    plot(xyz, value, 'r*'); hold on ;  
                    plot(xp', zp, 'k-');  
                    plot(xp', zp+2*sqrt(zp_var'), ' k--');  
                    plot(xp', zp-2*sqrt(zp_var'), ' k--');  
                    xlabel('x','fontsize',20); 
ylabel('Z(x)','fontsize',20);  
                    set(gca,'fontsize',20);  
                case 2  
                    xmin = input('Minimum x: ');  
                    xmax = input('Maximum x: ');  
                    dx   = (xmax-xmin)/50;  
                    ymin = input('Minimum y: ');  
                    ymax = input('Maximum y: ');  
                    dy   = (xmax-xmin)/50;  
                    xp   = xmin:dx:xmax;  
                    yp   = ymin:dy:ymax;  
                    [XP, YP] = meshgrid(xp,yp);  
                    [k1, k2] = size(XP);  
                    zp   = [reshape(XP, k1*k2,1) re shape(YP, k1*k2,1)];  
                    Ap = OK_A(Nugget, Station, mode l, Para, xyz, dim);               
                    bp = OK_b(Nugget, Station, mode l, Para, xyz, zp, 
dim);  
                    coef_p = Ap\bp;  
                    ze = value*coef_p(1:end-1,:);  
                    ze = reshape(ze, k1,k2);  
                    ze_var  = -coef_p'*bp;  
                    ze_v = diag(ze_var);  
                    ze_v = reshape(ze_v, k1,k2);  
                    figure(1002)  
                    pcolor(XP,YP,ze); shading inter p; colorbar vert; 
hold on;  
                    [C,Hand] = contour(XP,YP,ze);  
                    text_handle = clabel(C,Hand);  
                    set(text_handle,'BackgroundColo r',[1 1 .6],...  
                        'Edgecolor',[.7 .7 .7]);  
                    set(Hand,'linewidth',2,'linecol or','k');  
                    xlabel('x','fontsize',20); 
ylabel('y','fontsize',20);  
                    set(gca, 'fontsize',20);  
                    title('Krigged Z(x,y)');  
                    figure(1003)  
                    pcolor(XP,YP,ze_v); shading int erp; colorbar vert; 
hold on;  
                    [C,Hand] = contour(XP,YP,ze_v);  
                    text_handle = clabel(C,Hand);  
                    set(text_handle,'BackgroundColo r',[1 1 .6],...  
                         'Edgecolor',[.7 .7 .7]);  
                    set(Hand,'linewidth',2,'linecol or','k');  
                    xlabel('x','fontsize',20); 
ylabel('y','fontsize',20);  
                    set(gca, 'fontsize',20);  
                    title('Variance');  
                case 3  
                    nxyz = 20;  
                    xmin = input('Minimum x: ');  
                    xmax = input('Maximum x: ');  
                    dx   = (xmax-xmin)/nxyz;  
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                    ymin = input('Minimum y: ');  
                    ymax = input('Maximum y: ');  
                    dy   = (ymax-ymin)/nxyz;  
                    zmin = input('Minimum z: ');  
                    zmax = input('Maximum z: ');  
                    dz   = (zmax-zmin)/nxyz;  
                    xv   = xmin:dx:xmax;  
                    yv   = ymin:dy:ymax;  
                    zv   = zmin:dz:zmax;  
                    [XV,YV,ZV] = meshgrid(xv,yv,zv) ;  
                    [k1,k2,k3] = size(XP);  
                    zp   = [reshape(XV, k1*k2*k3,1)  reshape(YV, 
k1*k2*k3,1) reshape(ZV, k1*k2*k3,1)];  
                    Ap = OK_A(Nugget, Station, mode l, Para, xyz, dim);               
                    bp = OK_b(Nugget, Station, mode l, Para, xyz, zp, 
dim);  
                    coef_p = Ap\bp;  
                    ze = value*coef_p(1:end-1,:);  
                    ze = reshape(ze, k1,k2,k3);  
                    ze_var  = -coef_p'*bp;   
                    ze_v = diag(ze_var);  
                    ze_v = reshape(ze_v, k1,k2,k3);                  
                    figure(1002)  
                    xs1 = mean(10); xs2 = max(20);  
                    ys1 = yv(5); ys2 = yv(15);  
                    zs1 = zv(3); zs2 = zv(20);  
                    slice(XV,YV,ZV,ze,[xs1 xs2],[ys 1 ys2],[zs1 zs2]);  
                    h = contourslice(XV,YV,ZV,ze, x s2, [ys1 ys2], []);  
                    set(h,'EdgeColor','k','Linewidt h',1.5);  
                    xlabel('X-axis');  
                    ylabel('Y-axis');  
                    zlabel('Z-zxis');  
                    title('Krigged Z(x,y,z)');  
                    figure(1003)  
                    xs1 = mean(10); xs2 = max(20);  
                    ys1 = yv(5); ys2 = yv(15);  
                    zs1 = zv(3); zs2 = zv(20);  
                    slice(XV,YV,ZV,ze_var,[xs1 xs2] ,[ys1 ys2],[zs1 
zs2]);  
                    h = contourslice(XV,YV,ZV,ze_v,  xs2, [ys1 ys2], []);  
                    set(h,'EdgeColor','k','Linewidt h',1.5);  
                    xlabel('X-axis');  
                    ylabel('Y-axis');  
                    zlabel('Z-zxis');  
                    title('Variance');  
            end  
        end  
    end  
end  



 64 

Function – Exp_vario 
function [hEff,expVario] = Exp_vario(filename, dim)  
% Exp_vario - calculate the experimental variogram  
% 
% DESCRIPTION:  
%   This function calculates the raw variogram and experimental 
variogram.  
% INPUT PARAMETER: 
%   filename: INPUT FILE  
%       Format of input data:  
%            Measurement   Coordinates  
%       For example:  
%            Measurement   x   y   z  
%   dim: dimension of data (1 - 1D; 2 - 2D; 3-3D)  
% 
% Jian Luo  
% Georgia Institute of Technology  
% Feb. 27, 2007  
  
fid = fopen(filename,'r');  
% Reading input file  
n = 1; huhu=fgets(fid); % the first line is a descr iption line  
switch dim  
    case 1  
        while 1  
            data_in = fgetl(fid); if ~ischar(data_i n), break, end  
            [value(n),x(n)]=strread(data_in,'%f%f') ; n = n+1;  
        end  
    case 2  
        while 1  
            data_in = fgetl(fid); if ~ischar(data_i n), break, end  
            [value(n),x(n),y(n)]=strread(data_in,'% f%f%f'); n = n+1;  
        end  
    case 3  
        while 1  
            data_in = fgetl(fid); if ~ischar(data_i n), break, end  
            [value(n),x(n),y(n),z(n)]=strread(data_ in,'%f%f%f%f'); n = 
n+1;  
        end  
end  
fclose(fid);  
  
% Raw Vaiogram  
ndata = length(value);  
m = 1;  
for a = 1:ndata-1  
    for b = a+1:ndata  
        rawVario(m) = 1/2*(value(a)-value(b))^2;  
        switch dim  
            case 1  
                hRaw(m)     = abs(x(a)-x(b));  
            case 2  
                hRaw(m)     = sqrt((x(a)-x(b))^2+(y (a)-y(b))^2);  
            case 3  
                hRaw(m)     = sqrt((x(a)-x(b))^2+(y (a)-y(b))^2+(z(a)-
z(b))^2);  
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        end  
        m = m+1;  
    end  
end  
  
% Plotting raw variogram  
figure(1001)  
plot(hRaw, rawVario, 'ko'); hold on;  
xlabel('h','fontsize',20);  
ylabel('Raw variogram: \gamma(h)','fontsize',20);  
set(gca,'fontsize',20);  
xlim([0 max(hRaw)+1]);  
drawnow;  
  
% Experimental Variogram  
disp('==================Experimental Variogram 
========================');  
uniform   = input('Uniform (0) or nonuniform (1) in tervals for the 
experiment variogram: ');  
switch uniform  
    case 0  
        ninterval = input('How many intervals for t he experimental 
variogram:  ');  
        maxh      = ceil(max(hRaw));  
        hk        = 0:maxh/ninterval:maxh;  
         
    case 1  
        hk    = input('Please input your discretiza tion as a vector:   
');  
        hk    = [0 hk];  
end  
  
nhk = length(hk);  
for nm = 1:nhk-1  
    ihk = find(hRaw >= hk(nm) & hRaw < hk(nm+1));  
    expVario(nm) = mean(rawVario(ihk));  
    hEff(nm) = mean(hRaw(ihk));  
end  
  
% Plotting experimental variogram  
plot(hEff, expVario, 'r*-');  
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   Function – gamma_vario 
    function huhu = gamma_vario(Nugget, Station, mo del, para, dis)  
    % This function returns the variogram calculati on.  
    % Models: Gaussian, Exponential, and Power, w/o  Nugget  
    if Station == 1 & model == 1  
        sigma2 = para(1); L = para(2);  
        huhu = Nugget + sigma2*(1-exp(-dis.^2/L^2)) ;  
    elseif Station == 1 & model == 2  
        sigma2 = para(1); L = para(2);  
        huhu = Nugget + sigma2*(1-exp(-dis/L));  
    elseif Station == 2  
        theta = para(1); s = para(2);  
        huhu = Nugget + theta*dis.^s;  
    end  
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   Function – OK_A 
    function Am = OK_A(Nugget, Station, model, Para , coordinate, dim)  
    % Organizing Matrix A and b for Ordinary Krigin g  
    xyz = coordinate;  
    np = size(coordinate,1);  
    
    switch dim  
        case 1  
            h = abs(repmat(xyz,1,np)-repmat(xyz',np ,1));  
        case 2  
            X = xyz(:,1); Y = xyz(:,2);  
            h1 = abs(repmat(X,1,np)-repmat(X',np,1) );  
            h2 = abs(repmat(Y,1,np)-repmat(Y',np,1) );  
            h  = sqrt(h1.^2+h2.^2);  
        case 3  
            X = xyz(:,1); Y = xyz(:,2); Z = xyz(:,3 );  
            h1 = abs(repmat(X,1,np)-repmat(X',np,1) );  
            h2 = abs(repmat(Y,1,np)-repmat(Y',np,1) );  
            h3 = abs(repmat(Z,1,np)-repmat(Z',np,1) );  
            h  = sqrt(h1.^2+h2.^2+h3.^2);  
    end  
    Am = -gamma_vario(Nugget, Station, model, Para,  h).*(h~=0);  
    Am = [Am ones(np,1); ones(1,np) 0];  



 68 

    Function – OK_Ab 
    function [Am, bm] = OK_Ab(Nugget, Station, mode l, Para, coordinate, 
xyz0)  
    % Organizing Matrix A and b for Ordinary Krigin g  
    xyz = coordinate;  
    np = size(coordinate,1);  
    Am = zeros(np+1,np+1); bm = ones(np+1,1); % ini tialization  
    for row = 1:np  
        Am(row,row) = 0;  
        for col = row+1:np  
            h = norm(xyz(row,:)-xyz(col,:));  
            Am(row,col) = -gamma_vario(Nugget, Stat ion, model, Para, 
h)*(h~=0);  
            Am(col,row) = Am(row,col);  
        end    
        Am(row,np+1) = 1; Am(np+1,row) = 1;     
        h = norm(xyz(row,:)-xyz0);  
        bm(row,1) = -gamma_vario(Nugget, Station, m odel, Para, 
h)*(h~=0);  
    end  
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    Function – OK_b 
    function bm = OK_b(Nugget, Station, model, Para , coordinate, xyz0, 
dim)  
    % Organizing Matrix A and b for Ordinary Krigin g  
    nx0 = length(xyz0);  
    xyz = coordinate;  
    np = size(coordinate,1);  
    switch dim  
        case 1  
            h = abs(repmat(xyz,1,nx0)-repmat(xyz0', np,1));  
        case 2  
            X = xyz(:,1); Y = xyz(:,2);  
            X0 = xyz0(:,1); Y0 = xyz0(:,2);  
            h1 = abs(repmat(X,1,nx0)-repmat(X0',np, 1));  
            h2 = abs(repmat(Y,1,nx0)-repmat(Y0',np, 1));  
            h  = sqrt(h1.^2+h2.^2);  
        case 3  
            X = xyz(:,1); Y = xyz(:,2); Z = xyz(:,3 );  
            X0 = xyz0(:,1); Y0 = xyz0(:,2); Z0 = xy z0(:,3);  
            h1 = abs(repmat(X,1,nx0)-repmat(X0',np, 1));  
            h2 = abs(repmat(Y,1,nx0)-repmat(Y0',np, 1));  
            h3 = abs(repmat(Z,1,nx0)-repmat(Z0',np, 1));  
            h  = sqrt(h1.^2+h2.^2+h3.^2);  
    end  
    bm = -gamma_vario(Nugget, Station, model, Para,  h).*(h~=0);  
    bm = [bm; ones(1, nx0)];  
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2007 Kindsvater Symposium 

On February 5, EWRG was the lead organizer for the second annual Kindsvater 
Symposium held at the Georgia Tech Research Institute Conference Center.  The theme 
of this year's symposium was "Water Resources Planning and Strategies for Regional 
Sharing - - It Can Be Done." The symposium was opened by Senator Ross Tolleson, R. 
from the 20th District. Senator Tolleson serves as the Chairman of the Natural Resources 
and Environment Committee.  Afternoon session technical speakers were:  

• Mr. David Baize, Bureau Chief, Bureau of Water, Department of Health and 
Environmental Control, South Carolina – “Emerging Water Resources in South 
Carolina” 

• Mr. Paul Davis, Director, Division of Water Pollution Control, Tennessee Department of 
Environment and Conservation – “Tennessee’s Perspective on Regional Water 
Resources Sharing” 

• Ms. Janet Herrin, Senior VP of Reservoir Operations, Tennessee Valley Authority – “The 
Tennessee River – A Shared Resource” 

• Dr. Carol Couch, Director, Georgia Environmental Protection Division – “Georgia’s 
Comprehensive Water Planning and Regional Issues” 

Students from Georgia Tech and UGA participated in the poster session during the 
afternoon session and the social hour.  The evening closed with dinner and the 
Kindsvater lecture by  Ms. Carol Collier, Executive Director, Delaware River Basin 
Commission, who set the overall tone for the Symposium’s Objective - - Overcoming barriers to 
regional water resources Sharing:  Examples of success. 

 

Total attendance at the symposium was approximately 111 participants. Feedback from 
the participants has been very positive and encouraging to continue this annual event. 
 



2007 Annual Mega−City Water Forum

Basic Information

Title: 2007 Annual Mega−City Water Forum

Project Number: 2007GA195B

Start Date: 5/1/2007

End Date: 5/31/2007

Funding Source:104B

Congressional District:

Research Category:Not Applicable

Focus Category:Management and Planning, Law, Institutions, and Policy, Water Supply

Descriptors:

Principal Investigators: Aris P. Georgakakos

Publication

2007 Annual Mega−City Water Forum 1



Water Forum co-hosted by Georgia Water Resources Institute 
 
 
 
 
 
 
 
 
 
 
 
The 2007 Annual Mega-City Water Forum was jointly hosted by the Georgia Water  
Resources Institute/School of Civil and Environmental Engineering in conjunction with 
the City of Atlanta and CIFAL Atlanta.   The theme of “Planning for Sustainable 
Growth” went beyond traditional planning and water resource management to address 
and prepare for pressing sustainability issues globally as mega-cities deal with climate 
change, fresh water shortages, and increasing demand.  The ultimate goal of the Forum 
was to help local authorities approach water resource management from an integrated 
perspective, sharing innovative strategies and best practices with their peers from across 
the globe to ensure a safe and sustainable water supply for the long term. 
 
 
The forum had a strong focus on environmental sustainability issues, welcoming speakers 
from ICLEI- Local Governments for Sustainability and the U.S. Environmental 
protection Agency.  In addition, delegates also heard presentations by representatives 
from The Coca-Cola Company, which works with local governments around the world to 
source water for its bottling plants and the International Water Agency. The Forum was 
also supported by  and the following institutions:  the AWWA Research Foundation, the 
Association of Metropolitan Water Agencies, the National Association of Clean Water 
Agencies and the Water Environment Federation.  Corporate sponsors included AECOM, 
The Coca-Cola Company, Delta Air Lines inc., GE Water Process & Technologies, 
Metcalf & Eddy and MWH.  Attendees included more than 70 city officials, executives, 
and utility managers from some of the world’s largest cities in 17 countries.   
 
 
1. Objectives 
 
The goal of the Mega-City Water Forum was to assist participating cities with  
achieving the seventh goal of the Millennium Declaration through discussions, guidance 
and preparation of long-term planning models for city water resource management. The 
United Nations’ fostered peer-to-peer international cooperation by facilitating the 
exchange of global best practices among local authorities to help formulate a sustainable 
action plan for water resource management in large and growing urban areas.   
 
Participants were challenged to obtain the following specific benefits: 



• Understand the implications of growth and demographic changes on water 
resource management 

• Discuss effects of climate change on water resources 
• Understand the benefits of planning for sustainable growth in relation to water 

resource management 
• Develop practical action plans to implement sustainable practices 
• Access a comprehensive knowledge base of global best practices 
• Establish a world wide network of formal and informal peer-to-peer relationships 

 
 
2. Best Practices 
 
 The Forum will approached the theme of “Planning for Sustainable Growth” through 
four broad  
 
 
 
 
 
Sustainable Infrastructure: 
This session examined ways to ensure equitable water supply despite population growth 
and demographic changes, such as a growing urban concentration.  Participants examined 
appropriate water recycling and reused applications as a way to lessen the demand for 
clean water.  Participants also examined security issues, especially in relation to instances 
of limited water supply for neighbors. 
 
Capacity Building: 
This track built the skill of policy makers, utility managers and other implementing 
bodies to achieve more sustainable practices through policy formation.  Participants had a 
chance to build international partnerships. 
   
Funding: 
Topics ranging from asset management to public-private partnerships to state and locally 
funded assistance programs and investment opportunities were discussed as a crucial 
component of financing options.   

Environmental Impact: 
This track discussed implications of global warming and climate changes on water 
resources with an emphasis on increasing efficiency through sustainable infrastructure 
updates. It explored purification processes and impacts of environmental degradation. 
 
 



 
 
3. Format 
 
The forum will utilized the methodology and knowledge management tool used by the United 
Nations Institute for Training and Research (UNITAR) to foster effective best practice sharing 
among high level city officials and international experts. 
 
Following registration, participants were asked to assess their municipality’s or organization’s 
level of competency in sustainable planning for water supply and sanitation issues.  This 
information will assist the organizers, as well as the participants, in identifying the areas where 
each participant wishes to expand their knowledge, as well as their strengths and expertise that 
could benefit other cities.  
 
Results from the self assessment process were used to pair delegates at the workshop for best 
practice sharing through a series of knowledge management exercises that encouraged thoughtful 
exchange of ideas and practical guidance in priority areas identified by delegates.   
 
In addition, participants benefited  from high-level key-note plenary talks by global water experts 
and internationally known resources available in Atlanta such as the Georgia Institute of 
Technology.  
 



Forum participants were able to use both the formal sessions and the informal time to learn more 
from each other about how to improve their city’s approach to sustainable growth and water 
supply and sanitation issues. 
 
4. Outputs 
 
Outputs from the forum were disseminated in the following formats: 

• White paper (online/CD format) containing forum proceedings, speakers notes, 
power points presentations, etc 

• Website with updates and participant details to facilitate post seminar networking 
 
5. Participant Profile 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 The approximately 70 participants included executive level city officials, utility managers 
and other expert participants representing some of the world’s largest cities.  The current 
or potential mega-cities selected typically share one or more of the following 
characteristics: 

• large urban areas, a number of which have a current population in excess of five 
hundred thousand in the U.S.A and in excess of five million people elsewhere in 
the world; 

• fast growing urban population and commensurate development; and  
• shortage of water for residential, commercial and industrial demand. 



Student Support

Student Support
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NIWR−USGS

Internship
Supplemental

Awards
Total

Undergraduate 0 0 0 0 0

Masters 4 0 0 1 5

Ph.D. 9 0 0 1 10

Post−Doc. 1 0 0 0 1

Total 14 0 0 2 16
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Notable Awards and Achievements

(1) Dr. Amy Tidwell, whose doctoral dissertation was supervised by Professor Aris Georgakakos and
sponsored by GWRI, NSF, and the Food and Agriculture Organization of the United Nations, was selected by
The Universities Council on Water Resources (UCOWR) as the first place recipient of the Ph.D. Dissertation
Award in the field of Natural Science and Engineering among all US universities. Her dissertation is entitled
"Climate Change Assessment of the Nile River Basin." The award consists of a certificate, a $750 check, and
travel funds to attend the award event in July 2008.

(2) Dr. Georgakakos has recently been appointed an Extraordinary Professor at the University of Pretoria,
South Africa, and co−Director of the Africa Water Resources Institute for Education and Applied Research
"AWARE" Masters program. This is graduate program jointly offered by Georgia Tech and the University of
Pretoria.
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