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Introduction

The mission of the Florida Water Resources Research Center at the University of Florida is to facilitate
communication and collaboration between Florida's Universities and the state agencies that are responsible for
managing Florida's water resources. A primary component of this collaborative effort is the development of
graduate training opportunities in critical areas of water resources that are targeted to meet Florida's short−
and long−term needs.

The Florida Water Resources Research Center is working to maximize the amount of graduate student
funding available to the state of Florida under the provisions of section 104 of the Water Resources Research
Act of 1984. Over the past year the Center provided approximately $1 million in research, including
agreements with four of Florida's universities (Florida Atlantic University, Florida State University,
University of South Florida, and the University of Florida) and four state agencies (South Florida Water
Management District, Southwest Florida Water Management District, St. Johns River Water Management
District, and the Florida Geological Survey) and has supported the research efforts of 3 post doctoral
associates, 15 Ph.D., 4 Masters, and 3 undergraduate students focusing on water resources issues.

During FY 2007, along with providing support to graduate students within the state of Florida, the Center also
facilitated development of research at both the state and national level and produced 27 peer reviewed
publications along with 29 conference proceedings and presentations. The Center is also a state repository for
water resource related publications. Center research reports are available free of charge and can be requested
through the WRRC website (http://www.ce.ufl.edu/~wrrc/).
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Research Program Introduction

During FY 2007 the Water Resources Research Center supported eight 104B research projects and one 104G
project. The supported research projects considered a wide range of water resource related issues while
maintaining focus on topics specific to Florida. These topics include investigation of the geochemical
processes that control the mobilization of arsenic during aquifer storage recovery (ASR); comparing widely
used procedures by which radar− and gauge−derived rainfall are optimally combined for water management
and regulatory decisions; investigating the measurement of evapotranspiration, recharge, and runoff in
shallow water table environments characteristic of the Gulf of Mexico coastal plain; studying the
measurement of erosion around and flow through hydraulic structures and culverts; global sensitivity and
uncertainty analysis of hydrologic, spatially distributed watershed models; addition of ecological algorithms
to a regional simulation model.
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ABSTRACT 
Wetland Interferometric Synthetic Aperture Radar 
(InSAR) is a relatively new application of the InSAR 
technique, which detects water level changes in 
aquatic environments with emergent vegetation. It 
provides high spatial resolution hydrological 
observations of wetland and floodplains that cannot be 
obtained by any terrestrial-based method. However, 
InSAR observations are relative both in space and time 
and, hence, depend on terrestrial (stage) observations 
for calibration and validation. In this study we explore 
which SAR data type is most suitable for the wetland 
application, as well as explore the usage of InSAR for 
detecting water level changes in various wetland 
environments around the world. Our analyses indicate 
that longer wavelength SAR systems (L-band), 
horizontal (HH) polarization of the radar pulse, and 
short repeat orbits provide best results. Wetland 
InSAR applications include high spatial resolution 
water level monitoring, detection of flow patterns and 
flow discontinuities, and constraining high resolution 
flow models.  
 
1 INTRODUCTION 
Wetlands are transition zones where the flow of water, 
nutrient cycling, and the sun’s energy meet to produce 
a unique and very productive ecosystem. They provide 
critical habitat for a wide variety of plant and animal 
species, including the larval stages of many ocean fish. 
Wetlands also have a valuable economical importance, 
as they filter nutrients and pollutants from fresh water 
used by humans and provide aquatic habitats for 
outdoor recreation, tourism, and fishing. Globally, 
many such regions are under severe environmental 
stress, mainly from urban development, pollution, and 
rising sea level.  However, there is increasing 
recognition of the importance of these habitats, and 
mitigation and restoration activities have begun in a 
few regions.  A key element in wetlands conservation, 
management, and restoration involves monitoring its 
hydrologic system, as the entire ecosystem depends on 
its water supply. Heretofore, hydrologic monitoring of 
wetlands are conducted by stage (water level) stations, 
which provide good temporal resolution, but suffer 
from poor spatial resolution, as stage stations are 
typically distributed several, or even tens of kilometers, 
from one another.  
 

Wetland InSAR provides the needed high spatial 
resolution hydrological observations, complementing 
the high temporal resolution terrestrial observations. 
Recent studies showed that InSAR observation can 
provide high resolution maps of water level changes in 
floodplains and wetland environments. Alsdorf et al. 
[1] were the first to use this method to study water-
level variation in the Amazon floodplain. Wdowinski 
et al. [2] applied a similar method to detect water level 
changes in the Everglades, south Florida. Their study 
shows that InSAR observations can capture dynamic 
water level topography, providing the first three-
dimensional regional-scale picture of wetland sheet 
flow. Lu et al. [3] applied the same technique to 
wooded wetlands in Louisiana demonstrating that the 
method works with various SAR data types. 
 
In this study we explore the usage of InSAR for 
detecting water level changes in various wetland 
environments around the world, including the 
Everglades (south Florida), Louisiana Coast (southern 
US), Chesapeake Bay (eastern US), Pantanal (Brazil), 
Okavango Delta (Botswana), and Lena Delta (Siberia). 
Our main study area is the Everglades wetland (south 
Florida), which is covered by probably the densest 
stage network in the world (more than 200 stations), 
located 5-10 km from one another. The stage data is 
very important in evaluating the uncertainty of the 
InSAR observations. Stage data also allow us to tie the 
relative InSAR observations (water level changes) to 
absolute reference frame and to produce high spatial-
resolution (10-100 m resolution) maps of absolute 
water levels. We also examine the various applications 
of wetland InSAR, which provides direct observations 
of flow patterns and flow discontinuities and serve as 
excellent constraints for high resolution flow models.  
 
2  INTERFEROMETRIC SYNTHETIC 
APERTURE RADAR (InSAR) 
Space-based Synthetic Aperture Radar (SAR) is a very 
reliable technique for monitoring changes of both the 
solid and aquatic surfaces of the Earth. SAR measures 
two independent observables, backscatter amplitude 
and phase, over a wide swath (50-400 km) with pixel 
resolution of 10-100 m depending on the satellite 
acquisition parameters. Backscatter amplitude, which 
is often presented as gray-scale images of the surface 
(Figure 1a), is very sensitive to the surface dielectric  



 
 
Figure 1. (a) RADARSAT-1 ScanSAR image of Florida showing location of study area (RADARSAT data © Canadian 
Space Agency / Agence spatiale canadienne 2002. Processed by CSTARS and distributed by RADARSAT International). 
(b) Cartoon illustrating the double-bounce radar signal return in vegetated aquatic environments. The red ray bounces 
twice and returns to the satellite, whereas the black ray bounces once and scattered away.  
 
properties, surface inclination towards the satellite, and 
wave direction in oceans. Amplitude images are widely 
used for studying surface classification, soil moisture 
content, ocean waves, and many other applications. 
The second observable, backscatter phase, measures 
the fraction of the radar wavelength that returns to the 
satellite’s antenna. It is mainly sensitive to the range 
between the surface and the satellite, but also to 
atmospheric conditions and changes in the surface 
dielectric properties. Phase data are mainly used in 
interferometric calculations (InSAR) for detecting cm-
level displacements of the surface (Figure 2). The 
method compares pixel-by-pixel SAR phase 
observations of the same area acquired at different 
times from roughly the same location in space to 
produce high spatial-resolution displacement maps. 
Such maps, termed interferograms, are widely used in 
studies of earthquake induced crustal deformation, 
magmatic activity (volcanos), water-table fluctuations, 
and glacier movements. 
 
Space-borne SAR data have been acquired since the 
1970’s by several satellites using various systems and 
acquisition parameters. The first civilian space-based 
SAR system was NASA’s SEASAT, which operated 
an L-band (24 cm wavelength) system for less than 2 
years. The satellite focused on ocean observations and 
didn’t have sufficient repeat orbit data for 
interferometric calculations. Another L-band satellite is 

the Japanese Earth Resources Satellite (JERS-1), which 
operated during the years 1992-1998. Archived JERS-1 
data are very useful source for wetland InSAR. In 
January 2006 the Japanese space agency (JAXA) 
launched a new L-band SAR satellite, ALOS, which is 
currently in a validation/calibration period. ALOS data 
will provide useful current data for wetland InSAR. 
Most SAR data, however, have been acquired by four 
C-band (5.6 cm wavelength) satellites ERS-1, ERS-2, 
ENVISAT, and RADARSAT-1. The first three 
satellites were launched and operated by the European 
Space Agency, whereas the fourth one by the Canadian 
Space agency. Another important acquisition parameter 
is the radar polarization, which can be horizontal, 
vertical, or both. The JERS-1 and RADARSAT-1 
operate an HH system (sending and receiving 
horizontal pulses), ERS-1 and ERS-2 operated VV 
systems, ENVISAT can acquire data in either HH or 
VV, and the new ALOS satellite is capable of 
acquiring HH, VV, and quadruple observations. 
 
Wetland InSAR is a relatively new application of the 
InSAR technique that detects water level changes in 
aquatic environments with emergent vegetation. 
Although conventional wisdom suggests that 
interferometry does not work in vegetated areas, 
several studies have shown that both L- and C-band 
interferograms with short acquisition intervals (1-105 
days) can maintain excellent coherence over wetlands  



 

 
 
Figure 2. (a) RADARSAT-1 interferogram of central south Florid (2004/10/24-2004/11/17), overlying a Landsat ETM 
band8 and vectors maps showing the geographic location of the data. The interferogram shows backscatter phase 
changes between the two RADARSAT-1 Synthetic Aperture Radar (SAR) acquisitions. The observed phase changes 
measure cm-level changes in the wetland surface water level. (b) Enlarged section of the same interferogram showing 
phase discontinuities mainly along man-made structures (roads, levies) indicating uneven water level changes across 
the structures. Red circles mark the location of stage (water level) stations in the study area. 

 
[1, 2, 3, 4, 5] (Figure 2). Interferometric coherence is a 
measurement of how much the complex phase signal of 
two SAR images is coherent; it reflects a quality 
measure of an interferogram. In specific cases of 
wooded wetlands, coherence can be maintained over 
several years. The method works, because the radar 
pulse is backscattered twice (“double-bounce” [6]), 
from the water surface and vegetation (Figure 1b). 
Interferometric phase is maintained over both woody 
and herbaceous vegetations, suggesting that double-
bounce is the dominant backscatter mechanism in both 
wetland environments.  
 
3 INTERFEROMETRIC COHERENCE 
ANALYSIS OF WETLANDS  
In order to evaluate which data type and acquisition 
parameters are most suitable for wetland application of  
InSAR , we ordered, acquired and processed a variety 
of data collected by the ERS-1/2, JERS-1, 
RADARSAT-1, and ENVISAT satellites. Our main 
study area is the Everglades wetland because (1) it 
contains various wetlands types (woody - cypress, 
herbaceous - sawgrass, saltwater mangrove, graminoid, 
and mixed shrubs), (2) it contains both natural and 
managed flow areas, and (3) it is hydrologically 
monitored by a dense network of stage (water level) 
stations. The most robust method for evaluating the 
quality of the InSAR observation is calculating 
coherence maps for the study area and comparing the 
coherence values of the various data types. As 
coherence strongly depends on the vegetation type, we 

subdivided the study area into five wetland vegetation 
types (Figure 3).  
 
Our results indicate that woody wetlands like cypress 
and mixed shrubs marsh have better coherence than 
herbaceous wetlands like sawgrass and cattail in all 
satellite systems. JERS InSAR pairs as much as 3 years 
apart still maintained adequate coherence in wetlands, 
especially in woody wetlands, while ERS-1/2 required 
short temporal baselines (<70-day) to maintain 
coherence in herbaceous wetland. The backscatter from 
JERS-1 and RADARSAT-1 is closely linked with 
coherence in four wetland vegetations (sawgrass, 
cypress, mixed shrubs and mangrove), but ERS 
backscatters has no relation to coherence except 
sawgrass marsh. Our study also clearly indicates that 
HH polarization with high resolution and small 
incidence angle is more suitable to wetland InSAR 
application in terms of decorrelation. 
 
4 InSAR studies of various worldwide 
wetland environments  
As part of our evaluation study of the wetland InSAR 
technique, we analyzed SAR data from various wetland 
environments around the world. This part of the study 
includes usage of some archived data, but mostly of 
current acquired data. Because most SAR and InSAR 
applications do not require short time span between 
observations, most archived data has a sparse temporal 
coverage of wetland regions. However, ordering  
 



 

 
Figure 3. Characteristic wetland environments in the Everglades superimposed on ERS multi-reflectivity SAR image. 
(a) Selected five wetland types based on 1999 land cover map distributed from SFWMD (South Florida Water 
Management District) and NLCD 2001 land cover map. (b) Five typical marshes with low backscattering variation 
selected for statistic analysis of coherence and backscatter using ERS-1/2, JERS-1 and RADARSAT backscatter 
variation map. White polygons and red polygons indicate open water surface and urban area, respectively. Backscatter 
and coherence is used to estimate background noisy coherence and evaluate radar backscatter calibration accuracy. 
Black polygon represents sawgrass marsh covered by all of four different RARARSAT observations. (c) Comparison 
between the coherence obtained with the JERS-1, RADARSAT, ERS, and ENVISAT SAR dataf as a function of time 
interval between acquisitions and baseline normalized by the critical baseline of each SAR system. 
 
current data enables us to request data of every repeat 
cycle, which is most suitable for wetland InSAR. 
 
We chose to test the InSAR wetland applicability in 
seven wetland regions, five included in the Ramsar 
convention signed in 1971, and two additional 
interesting wetlands regions in Siberia and Mauritania 
(Figure 4a). The test regions include the Everglades 
(south Florida), Louisiana Coast (southern US), 
Chesapeake Bay (eastern US), Pantanal (Brazil), 
Okavango Delta (Botswana), Mâle (Mauritania), and 
Lena Delta (Siberia). Our study reveals various success 
levels of wetland InSAR. The analysis of ENVISAT 
VV data from the Okavango Delta (Figures 4b) and 
Pantanal shows that most of the wetland area does not 
maintain phase over a single repeat orbit (35 days). 
Nevertheless, several fringes where identified in both 
wetlands (Figure 4c).  L-band observations generally 
produce good results and can maintain phase over a 
single repeat orbit (44 days) or even several cycles. We 
analyzed JERS-1 data from the Everglades, Louisiana, 
Lena Delta, and Okavango Delta. In the first three 
areas, phase was maintained throughout the wetland 
areas, as can be seen in Figures 4d and 4e. The limited 
archived JERS-1 data from Okavango with 18-20 
month span between observations produced partially 
good results, where most of the vegetated area is 

decorrolated; however, some patches of coherent 
interferometric phase were still maintained over this 
long time span between acquisitions. Our analyses of 
various data types revealed that RADARSAT-1 
observations are very suitable for wetland InSAR 
(Section 3). So far, we obtained and analyzed data 
from the Everglades (Figure 2) and the Louisiana Coast 
(Figure 4f). We are now in a process of obtaining 
RADARSAT-1 data from other wetlands in Africa 
(Okavango and Mâle), the Bahamas, and other wetland 
regions. We also were approved to acquire SAR data 
with the next generation of satellites (ALOS, 
RADARSAT-2, and TerraSAR-X) over several 
important wetland regions worldwide. 
 
5 Wetland InSAR Applications  
Wetland InSAR observations provide high special 
resolution maps of water level changes of the dynamic 
wetland environment. Because InSAR observations are 
relative in both space and time, it is important to tie the 
space-based observations with ground observations of 
water level (stage monitoring). In the Everglades, there 
is a dense stage monitoring network, which allows us 
to calibrate and validate the InSAR observations and 
tie them to an absolute reference frame.



 
Figure 4. (a) Map of the global distribution of the 1469 Ramsar wetlands sites (red dots) and the seven wetlands used 
for our InSAR detection study (black circles). (source ) (b) ENVISAT interferogram (VV polarization) of the Okavango 
delta showing good coherence in the arid area and mostly decorrelation in the vegetated area. (c) Close of vegetated 
area in (b) where some fringes are detected. (d) JERS-1 interferogram (HH) of the Lena Delta showing good coherence 
of the wetland area, but with limited phase changes. The long-wavelength variations are most likely atmospheric effect. 
(e) Close up of the marked area in (d) showing some phase variations in several islands. (f) RADARSAT-1 
interferogram (HH) of wetlands in Louisiana showing phase changes due to water level changes. 
 
Our calibration studies suggest an accuracy level of 5-
10 cm [2, 4]. The man-made structures in the 
Everglades create many flow discontinuities, which 
require such dense network for accurate and reliable 
monitoring. However, in natural undisruptive wetland 
area, such as in the Everglades National Park in the 
southern part of the Everglades eco-system, the flow is 
continuous and can be monitored by a less dense 
network. Thus, sparsely distributed stage stations in 
natural wetland areas may be sufficient for calibrating 
the InSAR observations. In remote wetland areas, 
where no stage monitoring exists, one can use altimetry 
data for InSAR calibration, as used by Alsdorf et al. 
[7]. However, altimeter observations are also 
characterized by low temporal resolution, which may 
acquire at a different time than the SAR acquisitions. 
Nevertheless, altimeter observations will be useful for 
calibration, if no other accurate measurement can be 
obtained. 
 
One very useful and important observation can be 
derived directly from the raw interferogram, without 
the need of stage data for calibration. The high 
resolution wetland interferograms provide direct 
observations of flow patterns and flow discontinuities, 

as shown in the figure 2b. As water level and water 
level changes tend to be different across barriers, these 
differences will be shown in the interferogram as phase 
discontinuities. This observation is important for 
wetland restoration efforts that aim to restore a 
managed or degraded wetland, such as the Everglades, 
to its natural undisturbed condition. 
 
Another very important application of wetland InSAR 
is constraining high resolution flow models, which are 
important tools for wetland management and 
restoration. This application also does not require stage 
calibration, as the model results are converted into the 
interferogram phase domain, as shown in Figure 5. The 
stage data are typically used as boundary conditions of 
the flow model. We conducted such preliminary study 
by comparing the InSAR observations with the the 
TIME model (Tides and Inflows in the Marshes of the 
Everglades), which was developed by US Geological 
Survey and University of Miami. Our study indicates 
that the models predict well longer wavelength water 
levels, which are constrained by the stage data, but 
miss many of the shorter wavelength features (figure 
5). 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Comparison between synthetic (TIME model) and observed (InSAR) interferograms describing water level 
changes occurring between the two RADARSAT-1 acquisition dates on 1997/07/13 and 1997/08/06. The comparison 
shows similarities in the orientation and shape of the longer wavelength fringes, but many differences in the shorter 
wavelength features. 
 
6 CONCLUSIONS 
The new wetland application if the InSAR technique 
provides high spatial resolution observations of surface 
water level changes in aquatic environments with 
emergent vegetation, such as wetlands and floodplains. 
The technique works because of the “double-bounce” 
effect, in which the radar pulse is backscattered twice, 
from the water surface and the vegetation. 
Interferometric coherence analysis of various SAR 
data types indicates that longer wavelength (L-band), 
short repeat orbits, HH polarization, high acquisition 
resolution and small incidence angle are more suitable 
to wetland InSAR application in terms of 
decorrelation. Best results have been obtained with the 
L-band JERS-1 data and fine beam (7 meter 
resolution) C-band RADARSAT-1 data with 24 days 
repeat orbits. Analysis of SAR data from seven 
wetland environments around the world reveals 
various success levels. In all seven wetlands we found 
some areas with coherent phase, but also areas with 
decorrelated signal. Best results were obtained with 
JERS-1 and RADARSAT-1 data. Wetland InSAR 
applications include high spatial resolution water level 
monitoring, detection of flow patterns and flow 
discontinuities, and constraining high resolution flow 
models.  
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1. Background 
 
 Two widely used procedures by which radar- and gauge-derived rainfall can be 
optimally combined are those by the OneRain Corporation and the National Weather 
Service (NWS).  Until recently, the several Florida Water Management Districts have 
used rainfall data from the OneRain algorithm.   Conversely, Florida State University 
(FSU) has employed the National Weather Service Multi-sensor Precipitation Estimator 
(MPE) scheme to create an historical precipitation database for the Florida Department of 
Environmental Protection (FDEP).  The methodologies to produce each dataset differ, 
and the resolutions of the final products also differ, i.e., 2×2 (OneRain) vs. 4×4 km 
(MPE) grid, and 15 min (OneRain) vs. hourly (MPE) intervals.  Nonetheless, each dataset 
is being used by their respective agencies to make water management and regulatory 
decisions.  Thus, it is important to know how rainfall values from the two schemes 
compare to each other.  
 

The original objectives of this research are to 1) quantify the amount of that 
difference and 2) develop procedures to insert both types of rainfall data into the WAM 
hydrologic model, and make separate runs using each type of data for selected watersheds 
within the SFWMD.   

 
The research constitutes the M.S. thesis research for Mr. Steve Martinaitis, who is 

pursuing a graduate degree in meteorology at Florida State University.  A portion of John 
Sullivan’s M.S. thesis research also was based on this research. 
 
 
2. Progress on Task 1—Quantifying Differences in the Two Algorithms 

 
Mr. Martinaitis has completed all of the work on Task 1.  He has presented his 

finding at conferences sponsored by the American Meteorological Society, American 
Geophysical Union, and the American Society for Civil Engineers (see publication list).   
In addition, a manuscript to the Journal of the American Water Resources Association 
has been prepared, and will be submitted as soon as comments from a final contributor 
are received.  The abstract to that manuscript (see below) nicely summarizes the findings 
of Task 1.  

 
“Using independent gauges to evaluate precipitation values  
from multi-sensor procedures of the OneRain Corporation  

and the National Weather Service” 
 

Steven Martinaitis 
Henry Fuelberg 
John Sullivan 

Chandra Pathak 
 
Two widely used procedures for optimally combining radar- and gauge-
derived rainfall are those of the OneRain Corporation and the National 
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Weather Service (NWS).  The NWS procedure, called the Multi-sensor 
Precipitation Estimator (MPE), produces an hourly product on the ~ 4×4 
km Hydrologic Rainfall Analysis Project (HRAP) grid.  Florida State 
University (FSU) employed the MPE scheme to create an hourly historical 
precipitation database for Florida.  The OneRain procedure creates a 
product at 15 min intervals on a 2×2 km Cartesian grid.   Their values 
were produced by the corporation.  Although the methodologies and 
temporal and spatial resolutions of the two schemes differ, each dataset is 
used to make water management and regulatory decisions.  Thus, it is 
useful to evaluate the two procedures against independent data to 
determine if they can be used interchangeably.  Results of daily 
precipitation comparisons against thirteen NCDC Cooperative Observer 
Program (COOP) gauges are presented for various time periods.  Both 
algorithms produce relatively similar estimates during stratiform-type rain 
events.  However, large differences can occur when estimating 
convective-type events during the summer months.  During Hurricane 
Wilma, the two multi-sensor schemes only could be compared with each 
other due to numerous missing or erroneous gauge reports.  Results were 
found to change as Wilma made landfall, traversed the state, and re-
entered the Atlantic Basin. 
 

3. Progress on Task 2-- Develop procedures to insert both types of     
      rainfall data into the WAM hydrologic model, and make separate     
      runs using each type of data for selected watersheds within the    
      SFWMD.   

 
Graduate student John Sullivan completed the first half of this task—inserting 4 

×4 km MPE data into the Watershed Assessment Model (WAM), and comparing results 
with those from rain gauges alone.  This research constituted John’s M.S. thesis, and he 
graduated during April 2008.  Findings have been presented at a number of conferences 
(see publications).  The abstract to John’s thesis summarizes his findings. 

 
“Modeling Streamflow using gauge-only 

versus multi-sensor rainfall” 
 

John Sullivan 
 

This study evaluates the impacts of two different rainfall inputs on 
simulated streamflow using a specialized, fully-distributed hydrologic 
model—the Watershed Assessment Model (WAM).  We compare gauge-
only Thiessen polygon input data with the gridded 4 × 4 km Florida State 
University (FSU) version of the National Weather Service (NWS) Multi-
sensor Precipitation Estimator (MPE) scheme.  Streamflow results are 
compared to observed amounts over six years (2000-2005) at two U.S. 
Geological Survey (USGS) stream gauge sites in the greater Florida 
Suwannee River basin.  Previously, comparisons were made between the 
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two different precipitation data types using mean areal precipitation 
calculations over several Florida basins.  This study expands upon that 
knowledge. 

There are significant differences in simulated streamflow when using the 
higher-resolution FSU MPE rainfall input to WAM.  However, it is not 
always true that the FSU MPE dataset provides better results with this 
model configuration.  The improvement of WAM simulated streamflow 
results are dependant on a combination of factors, including the desired 
type of comparison to observed amounts (volume or predictive 
correlation), rainfall pattern characteristics, and individual event scenarios. 

Overall, the FSU MPE WAM streamflow accumulation is more accurate 
than the Thiessen polygon accumulation.  During drought periods, FSU 
MPE-derived WAM streamflow provided more accurate accumulations as 
well, but coefficients of determination were not always improved.  Years 
with more average rainfall events led to more underestimation of 
accumulation amounts by the FSU MPE rainfall input and better 
approximation by the Thiessen polygon input to WAM.  Seasonal results 
emphasize the weaknesses of each data source.  Rain gauges usually are 
not able to capture the spatial variability during summer rainfall events 
and radar-derived precipitation values generally are underestimated during 
stratiform winter events.  In simulating streamflow with a hydrologic 
model using rain gauges input, it is apparent that the gauge locations are 
far more important than the number of gauges.  Furthermore, smaller 
basins are prone to significant underestimation of accumulations and 
lower coefficients of determination regardless of the rainfall input; 
however, the statistical change from the larger basin to the smaller basin 
for each rainfall input is not as drastic with the FSU MPE data.  Although 
errors lie in both the hydrologic model’s ability to utilize the rainfall data 
and the rainfall data measurements themselves, the results highlight areas 
for improvement to both. 

As the WAM/MPE research was being finalized, Dr. Chandra Pathak 
(SFWMD) urged us to perform the research with OneRain input using the MIKE 
SHE model instead of WAM.  We agreed that there are many advantages to 
MIKE SHE, and graduate student Steve Martinaitis began to become familiar 
with the software.  Dr. Pathak said that SFWMD currently was configuring the 
model to run real-time at a 500 ft resolution for the Big Cypress Creek Basin—a 
good basin for us to study. 

SFWMD was delayed approximately 4 months in delivering the 500 ft 
model to us.  However, the model delivered was an earlier version since DHI was 
re-calibrating the final version of the model.  The version received at FSU either 
terminates due to dry ground water conditions and/or runs abnormally slowly.  
We have been working closely with SFWMD and DHI to solve these problems, 
and believe that we are close to a full solution.  While working with the 500 ft 
version of the model, it was noted that it will require extensive computational 
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time (~1 month for 4 years of data).  We currently are discussing with Dr. Pathak 
whether to execute several multi-day model runs at the 500 ft resolution or a 
multi-year period at the 1500 ft resolution in order to complete the research in a 
timely manner. 

Once we have a fully functional model and have decided on what 
resolution to use, it will be run with OneRain multi-sensor data interpolated down 
to the MIKE SHE grid resolution and then with rain gauge data only.  Our plan is 
to complete all of the research and for Steve to write his thesis and graduate by 
December 2008. 
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Executive Summary 
 
 Two years of the USF eco-site hydrology study has been completed. The completed 
tasks to date are: 1) install both surficial aquifer and Floridan aquifer monitor wells at the 
chosen sites; 2) install soil moisture probes at each well site; 3) install an evaporation pan 
to measure real-time open-pan evaporation; 4) install a weather station to continuously 
monitor atmospheric conditions; and 5) collect all data at a high-resolution rate (10-minute 
intervals) plus background topologic and hydrogeologic data to characterize the site. All of 
these tasks have been completed. The wells were installed by the Southwest Florida Water 
Management District (SWFWMD) and cores were recovered at each location. All of the data 
collection equipment was installed by USF personnel and all instrumentation is operational 
and recording data. Also, a database (Microsoft Access) has been created to organize and 
facilitate further assessment of the data. 
 The sites selected for aquifer water level and soil moisture data were chosen by 
topography and accessibility and so that they would lie on a general down-slope flow path. 
The sites range from the top of a ridge, approximately at 55 feet in elevation, to a low-lying 
area near the Hillsborough River at approximately 28 feet elevation. The vegetative cover 
transitions from a pine forest at the top of the ridge to a predominately palmetto scrub with 
scattered slash pine trees. 
 The upper site is characteristic of a deep water table. It is covered by dry very-fine 
(D50 ~ 0.5 mm) dune sand. The predominant vegetative cover is pine and scrub oak forest. 
The two upper-most shallow wells have not contained water since they were installed. Both 
of those wells are in a relatively thin unit of very-fine dune sand overlying a thick clay lens. 
Precipitation has been unusually light this year and the sand unit has remained unsaturated. 
All other shallow wells have contained water since installation. 
 A Florida aquifer monitor well was installed next to the upper-most dry surficial well. 
The purpose of this Floridan well was to evaluate the geologic structure of the ridge, 
determine if any actual or potential aquifer units exist above the Floridan aquifer and below 
the surficial, and to obtain measurements of Floridan aquifer water elevations from a second 
location. No additional aquifer units were located in the unconsolidated sediments above the 
Floridan limestone. Below the top 14 feet of dune sand were primarily clay and sandy-clay 
lenses. If a water table forms on the upper portion of the ridge, it will probably be an 
ephemeral appearance, present only during the wet season and perched above the 
underlying clay. 
 The well at the lowest elevation is approximately ¼ mile from the Hillsborough River 
and is in a high (shallow) water-table environment. A second well, screened from the 
bottom of the well to the ground surface, was installed approximately 20 feet away. The 
purpose of the second well is to compare the water levels in a well fully screened to water 
levels in a monitor well of standard construction where the well screen is present only at the 
bottom portion of the well. If the water level in a well is influenced by air pressurization due 
to an infiltrating wetting front, the water level in a cased well should be more responsive 
than the water level in a fully-screened well where the air pressure inside the well can 
equilibrate to the air pressure outside of the well. There have been several instances, when 
the water table is high, where the partially-screened well is more responsive to rainfall than 
the fully-screened well. 
 A Floridan aquifer monitor well was installed next to the ECO-4 surficial aquifer well 
to measure the head gradient between the surficial and Floridan aquifers. The ECO-4 well 
was drilled to a depth of 27 feet, where limestone was encountered. No significant clay 
(confinement) was detected. For the Floridan well installed approximately 18 feet from ECO-
4, limestone was encountered at 44 feet with a total depth of 58 feet. Significant clay units 
were found at 22 and 37 feet bls. Despite the difference in depths to the limestone (and the 
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difference in clay content) between the two wells, the water elevations in the wells are 
almost identical. It is believed that both wells reflect the Floridan aquifer water elevations. 

All of the data collection equipment was installed by USF personnel and all 
instrumentation is operational and includes recorded data complete for 2007. Also, a 
database (Microsoft Access) has been created to organize and facilitate further assessment 
of the data. Analysis of the first year of complete data collection is ongoing and more 
detailed computer simulation modeling has begun. There was only one significant recharge 
period in 2007 for the deep surficial and Floridan wells. The high water table (down 
gradient) wells showed many small recharge events over the summer of 2007 and repeated 
periods of surface saturation. For all other periods, ET demand exceeded rainfall. 

Active data collection continues. USF personnel visit the site weekly to download 
data and maintain the equipment. Water levels in the wells and in the evaporation pan are 
measured manually and compared to the transducer measurements for validation. Also the 
total rainfall recorded by the tipping-bucket gauge is compared to a manual gauge.  

Preliminary analysis indicates that infiltration, recharge and ET can be measured at 
this site as proposed. The preliminary analysis of the 2007 data is consistent with the low 
rainfall (41”) year whereby little deep groundwater recharge occurred and only for a brief 
period in July. The flux rates for infiltration, recharge and ET will be more fully resolved in 
year 3 work efforts. Therefore, more conclusive findings are forthcoming in the next year.  

However, interesting early observations from the study are available. For example, it 
appears the site exhibits two and possibly three distinct ET environments from near-Xeric 
upland scrub oak, transitioning to pine/palmetto Flatwoods, to alluvial hardwood floodplain. 
Also, the site seems to exhibit groundwater recharge/discharge behavior consistent with 
classical hillslope models. Possibly one part of the transect may be a groundwater seepage 
environment. 

The first complete year of data collection, 2007, was exceptionally dry. Total rainfall 
measured at the study site from mid-January, 2007 through December 31, 2007 was 
approximately 41 inches. This followed a dry year experienced in 2006. Typical annual 
rainfall for this area is approximately 52 inches. This dry period provided an opportunity to 
examine recharge characteristics for drought conditions but may not be representative of 
recharge during normal weather conditions. Additionally, the first two quarters in 2008 have 
been abnormally dry.  

This was to be the final year of data collection. Due to the abnormally and sustained 
drought, we strongly recommend continued data collection through a more characteristic 
and perhaps an above normal rainfall period to fully understand this environment.  
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Introduction 
 
 New instrumentation and field procedures have been developed to measure 
hydrologic processes of runoff, recharge and evapotranspiration (ET). Demonstration of the 
benefit and application in shallow water table environments characteristic of much of the 
Gulf of Mexico coastal plain has been shown by Ross et al. (2005), These environments are 
typified by west-central and southern Florida concave and convex floodplain riverine 
systems. However, limited testing in deeper water table or transitional hill slope; deep-to-
shallow water table, environments has been conducted to date. The objective of this 
research is to test the methodologies developed at USF (Ross et al., 2005; Trout et al., 
2005 and Rahgozar et al., 2005) to measure hydrologic processes in a small but variably 
vegetated ecological study area. The proposed site is in west-central Florida, adjacent to 
and maintained by USF, lying within the Hillsborough River watershed. 
 

Objectives of the Study 
 
 There are multiple objectives for this study. Foremost is the direct measurement of 
runoff, recharge and evapotranspiration (ET) in a deep water table and transitional water 
table environments that represent a significant portion of the SWFWMD domain; determine 
causative processes and rates through dry and wet transitions; test methods developed at 
USF to estimate ET for different plant communities; and determine parameters and 
expectations for integrated surface and groundwater simulation models. 
 

Methodology 
 
 To meet the objectives of this project and develop a better understanding of the 
hydrology of deep and transitional water-table systems, substantial amounts of data must 
be obtained through dry and wet periods.  The data collection design must assure that the 
necessary and sufficient data are collected in the most efficient and cost-effective manner 
possible. The project collects soil moisture monitoring down through the extinction (no 
moisture change) depth. It also provides observation of coupled water-table wells with soil 
moisture for the evolution of saturation excess and Hortonian runoff. Evaporation pan, 
rainfall and full meteorological instrumentation are included. 
 
Mapping and GIS 
 
 Topographic maps, GPS and site inspection have been used to delineate surface-
water basins.  The maps have been imported into a Geographic Information System (GIS) 
for further analysis and presentation. 
 
Rainfall and Evapotranspiration 
 
 The time scales of infiltration and Hortonian surface runoff are minutes to hours 
which require the temporal resolution of rainfall to be similar.  A tipping-bucket rainfall 
gauge, which samples every ten minutes, has been installed.  Manually-read rain gauge are 
used as backup and verification of the automatic gauge. 
 Evapotranspiration cannot be measured directly, and it is wise to approach the 
problem from as many directions as possible.  Therefore, evapotranspiration is being 
estimated using three independent methods: soil moisture balance, the Penman-Montieth 
combination equation, and an evaporation pan.  The Penman-Montieth combination 
equation combines direct measurement of the energy required to evaporate water and an 
empirical description of the diffusion mechanism by which energy is removed from the 
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surface as water vapor (Allen et al. 1989, Montieth 1965, Penman 1948).  These 
measurements are provided via a central weather station. The weather station installed at 
the Eco Site continuously measures air temperature, humidity and barometric pressure, 
solar radiation, atmospheric pressure, air temperature, and wind speed and direction.  An 
evaporation pan is also installed near the tipping-bucket rain gauge to measure actual 
evaporation and to estimate potential evapotranspiration using pan coefficients. 
 
Soil Moisture 
 
 To estimate the profile of soil water storage and measure encapsulated air, six 
EnviroSMART soil moisture probes (manufactured by Sentek, Adelaide, Australia) will be 
installed on a flow transect. Each probe has eight soil moisture sensors mounted vertically 
on a rail installed into a dry well next to the water-level monitoring wells. The sensors 
permit continuous monitoring of soil moisture profiles at 10-minute time intervals at various 
depths in the soil column. The soil moisture measurements are important for two reasons: 
1) with the continuous records at various depths, movement of soil moisture can be directly 
measured, and 2) through integration and differencing, ET rates can be measured. 
 At close proximity to each probe is a continuously recording surficial well to provide 
water-table elevations at the same time interval as the soil moisture data. The wells are 
made with 2 inch PVC pipe, with a slotted PVC screen extending below a bentonite clay seal. 
Silica sand is installed around the screen to prevent the screen from clogging with the fine-
grained sand and clay present at the site. A data logger at each station stores soil moisture 
measurements and water-table elevation data from pressure transducers.  
 
Monitor Wells 
 
 Groundwater monitoring wells are associated with the soil moisture sensors to record 
changes in the elevation of the water table. This is necessary to associate changes in soil 
moisture with changes in the water table. Because the confinement above the Floridan 
aquifer is discontinuous in the study area, two Floridan aquifer monitor wells were installed 
to measure the head gradient between the surficial and Floridan aquifer. Each well has a 
water-elevation measurement at the same temporal resolution as the soil moisture data. 
Rapid water-table fluctuations due to recharge events in shallow water-table environments 
necessitate high-frequency data collection. 
 Soil types and the presence or absence of confinement influence soil-moisture 
movement and water-table response to infiltration and Floridan aquifer recharge. For this 
reason, soil cores were recovered to characterize the subsurface geology. 
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Study Area 
 
 The study site is the University of South Florida ecological preserve (Figure 1), about 
two miles east of the campus on Fletcher Ave. The site is owned and maintained by the 
University of South Florida and is secured with a 6-foot fence and locked gates. The site is 
currently used for biological and hydrologic research. SWFWMD recently completed a low-
flow study transect across the Hillsborough River at the site. 
 The topographic elevation at the site varies from a high of greater than 55 feet on a 
dune-sand ridge to less than 25 feet at the Hillsborough River flood plain. The preserve 
contains a wide variety of soil types. The dune ridge is classified as Candler Fine Sand which 
is a hydrologic group A soil (see Table 1) with a seasonal-high depth to water table of 
greater than 6 feet. Surrounding the base of the dune are Myakka Fine Sand and Malabar 
Fine Sand, both of which are in the B/D hydrologic group and have a seasonal-high depth to 
water table of 0.5 - 1.5 feet. Also at the base of the east side of the dune is Pomello Fine 
Sand, a C hydrologic group soil with a seasonal-high depth to water table of 2 – 3.5 feet. 
The flood plain is covered by Chobee Sandy Loam which is a D hydrologic group soil with a 
seasonal-high water table at or above land surface. 
 
Table 1. Hydrologic Grouping of Soils. 

Group Description 
A High infiltration rates. Soils are deep, well drained to excessively drained sands and gravels. 

A/D Drained/undrained hydrology class of soils that can be drained and are classified. 

B 
Moderate infiltration rates. Deep and moderately deep, moderately well and well drained 
moderately deep, moderately well and well drained. 

B/D Drained/undrained hydrology class of soils that can be drained and are classified. 

C 
Slow infiltration rates. Soils with layers impeding downward movement of water, or soils with 
moderately fine or fine textures. 

C/D Drained/undrained hydrology class of soils that can be drained and classified. 

D 
Very slow infiltration rates. Soils are clayey, have a high water table, or are shallow to an 
impervious layer. 

 
 The vegetation at the site is equally varied as a result of the differences in elevation, 
soil types and the depth to the water table. Pine trees predominate on the ridge and give 
way to oaks and palmetto scrub moving toward the floodplain. 
 The wide variety in the depth to the water table, the soils and the plant communities 
make this study site particularly appealing. Much of the data collected at this site can be 
directly transferable to other areas in the SWFWMD domain, from sandy areas with deep 
water tables to loamy areas with high water tables and from xeric to mesic to hydric plant 
communities. The close proximity to USF also reduces travel costs. 
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Figure 1. The Orange oval identifies the study area with white line showing the boundary of 
the USF Eco Area. 

 

N 
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Groundwater Monitor Wells 
 

 SWFWMD contracted for the installation of six surficial-aquifer monitor wells and two 
Floridan aquifer monitor wells (Figure 2). ECO-1 and ECO-2 have been dry since they were 
installed. The wells with the ECO prefix were intended as surficial aquifer monitor wells; 
they were installed to the first competent clay unit or, in the case of ECO-4, to rock as no 
clay was encountered. The wells with the FL prefix were installed into the first competent 
limestone unit which is the Upper Floridan Aquifer. Initially, one Floridan well (FL-2) was 
installed near ECO-4 to provide head gradient information between the surficial and Floridan 
aquifers. A second Floridan well (FL-1) was then installed near ECO-1. All the wells have 
been surveyed and their water levels corrected to NGVD. 
 
 

 
 

Figure 2. Locations of groundwater wells. 
 
 
Stratigraphic Logs and Cores from Groundwater Monitor Wells 
 
 Cores were recovered from each well site and stratigraphic logs were created. Tables 
2 through 9 show the stratigraphic logs for each site and Figures 3 through 12 display the 
cores. 
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Table 2. Well Log for ECO-1. g p g
Eco-1
Well Log 6/1/2006

Depth (ft) Soil Description
0-1 Brown Fine Sand
1-4 Light Brown Fine Sand
4-6 Light Brown-Red Fine Sand

6-10 Very Light Brown Fine Sand
10-12 Very Light Brown Fine Sand

12-12.5 Light Brown Fine Sand
12.5-13.5 Tan Clayey Sand
13.5-16 Gray Clay

Notes:
Total Depth: 16 ft
Screen Length: 5 ft
Screened Interval: 11-16 ft  

 
 

 

 
Figure 3. ECO-1 Core, 0-16 ft. 
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Table 3. Stratigraphic well log for ECO-2. 
Eco-2
Well Log 6/1/2006

Depth (ft) Soil Description
0-1.5 Light Brown Fine Sand

1.5-6.5 Very Light Brown Very Fine Sand
6.5-10 Very Light Brown Very Fine Sand-almost white
10-10.7 Light Brown Fine Sand

10.7-11.3 Brown Fine Sand (maybe fall)
11.3-13.5 Very Light Brown Very Fine Sand
13.5-14.5 Red-Tan Very Fine Sand
14.5-18 Red Clayey Sand
18-22 Light Brown Sandy Clay

Notes:
Total Depth: 21 ft
Screen Length: 10 ft
Screened Interval: 11-21 ft
Top of screen in Very Light Brown Very Fine Sand  
 

 

 
Figure 4. ECO-2 Core, 0-14 ft. 
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Figure 5. ECO-2 Core, 14-22 ft. 
 
 
 

Table 4. Stratigraphic well log for ECO-3 g p g
Eco-3
Well Log 6/1/2006

Depth (ft) Soil Description
0-4 Brown Fine Sand
4-10 Light Brown Fine Sand
10-19 Light Brown Fine Sand
19-24 Light-Red Clayey Sand, with Red Lenses

Notes:
Total Depth: 22 ft
Screen Length: 10 ft
Screened Interval: 12-22 ft
wet at 14 ft; water table possible at 17 ft  
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Figure 6. ECO-3 Core, 0-22 ft. 
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Table 5. Stratigraphic well log for Eco-4 g p g
ECO-4
Well Log 6/2/2006

Depth (ft) Soil Description
No Core taken

Notes:
Total Depth: 27 ft
Screen Length: 10 ft
Screened Interval: 17-27 ft
No obvious confining layer observed when well installed
Rock (may be Limestone or Chert) at 27 ft  

 
 
 
 

Table 6. Stratigraphic well log for ECO-5 
ECO-5
Well Log 6/2/2006

Depth (ft) Soil Description
0-1 Gray Fine-Medium Sand
1-2 Brown Fine-Medium Sand with Organics
2-4 Light Brown Fine Sand

4-5.5 Brown Fine Sand with darker brown Organics
5.5-13 Light Gray Fine Sand
13-13.5 Light Gray to Orange Grading Fine Sand
13.5-14 Orange Clayey Sand
14-19 Light Gray Clayey Sand - Grading to More Clay Content

Notes:
Total Depth: 19 ft
Screen Length: 10 ft
Screened Interval: 9-19 ft  

 
 
 

 
 

Figure 7. ECO-5 Core, 0-4 ft. 
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Figure 8. ECO-5 Core, 4-19 ft. 
 
 
 
 

Table 7. Stratigraphic well log for ECO-6 g p g
ECO-6
Well Log 6/5/2006

Depth (ft) Soil Description
0-2 Dark Brown Medium-Fine Sand
2-9 Light Brown Fine Sand 

9-10 Very Light Fine Sand-Clean Quartz, Well Rounded and Sorted

Notes:
Wet at 5 ft
Standing Water inhole at 6 ft below land surface  
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Figure 9. ECO-6 Core, 0-10 ft. 
 
 
 
 
Table 8. Stratigraphic well log for FL-1 (ECO-8) 
Well Log 9/11/2006

Depth (ft) Soil Description
0-6 Light Red-Brown Fine Sand - Hollow Stem
6-14 Very Light Brown Fine Sand
14-19 Brown Clayey Sand
19-28 Gray Clay - Tight
28-31 Clayey Sand
31-32 Very Light Brown Dry with Small Limestone Nodules
32-33 Red-Brown Clayey Sand - Wet
33-36 Very Light Brown Clayey Sand with Limestone Pieces
36-37 Gray-Brown Sandy Clay 
37-38 Blue-Gray Clay with Limestone Pieces

38 Stopped core sampling, began mud drilling; Lost circulation at 40 ft

Notes:
Total Depth: 60 ft
Screen Length: 15 ft
Screened Interval: 45-60 feet  
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Figure 10. FL-1 Core, 0-40+ ft 
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Table 9. Stratigraphic well log for FL-2 (ECO-7) 
Well Log 6/2/2006

Depth (ft) Soil Description
0-8 Light Brown Fine Sand-loose
8-12 Very Light Brown Fine Sand-damp
12-13 Very Light Brown Fine Sand-damp
13-21 Light Gray Fine Sand-water table near 16 ft

21-21.5 Reddish Fine Sand
21.5-22 Orange Silty Fine Sand, some clay
22-29.5 Gray Clay with Orange Staining
29.5-30 Orange Clay with weathered Limestone
30-30.5 Gray Clay with Orange Staining
30.5-32 Red-Gray Clay with Limestone nodules
32-33 Orange Wet Sandy Clay with Limestone
33-34 Gray Silty Medium Sand
34-35 Orange-Gray Sandy Clay with Small Chert Fragments
35-36 Gray Sandy Clay
37-37 Wet (sat) Sandy Clay with Limestone Pieces

37-37.8 Orange-Gray Clay with Limestone fragments
37.8-38 Light Gray Limestone Chips
38-40 Tan-Gray Sandy Clay with Limestone

40-42.5 Light Brown Silty Clay with Limestone Pieces
42.5-43.7 Light Tan Silty Clay with Limestone pieces (up to 2.5 inch diameter)

43.7+ Rock at 44 feet; Stopped core sampling, began mud drilling

Notes:
Total Depth: 58 ft
Screen Length: 15 ft
Screened Interval: 43-58 feet
Well drilled into limestone to 64 feet with button bit.
When augers removed, 6 feet of casing pulled out of well.
When pumped, yield from well was good as was water clarity.  
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Figure 11. FL-2 Core, 0-28 ft. 
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Figure 12. FL-2 Core, 28-43.7 ft. 
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Data Collection 
 
 The data from all the equipment are collected at 10-minute intervals and stored in a 
Microsoft Access database. Manual measurements are made biweekly for rainfall and water 
elevations in wells to ensure that the equipment is functioning correctly. Figure 13 shows 
the locations of the data collection stations. 

 

 
 

Figure 13. Data collection sites with contour lines showing the land elevation feet above 
National Geodetic Vertical Datum (NGVD). Floridan wells have an FL prefix. 
 
 
Weather Station and ET Data 
 
 Campbell ET-106 (Campbell Scientific Inc., Logan, Utah) weather station (Figure 14) 
collects data for rainfall, wind velocity, solar radiation, temperature and relative humidity.  
In addition, barometric pressure data has been collected at ECO-1 via a Unidata Model 
6522B barometric pressure instrument. Hourly average weather data for the period of 
1/17/07 through 12/31/07 are presented in Figures 15, 16, 17, 18, 19, 20 and 21. The 
missing average wind velocity data for the time periods of 7/24/07 to 9/20/07 (see Figure 
16) is result of the annual recalibration and maintenance of the wind velocity and direction 
instrumentation.  Maximum hourly wind velocity is presented in Figure 5. Collection of this 
parameter started 10/5/07.  Solar radiation (Figure 18) is presented as total daily solar 
radiation in units of kJ/m2 along with total daily rainfall which is presented on the upper X-
axis.  
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Figure 14. Campbell Scientific weather station. 
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Figure 15. Cumulative and manual rainfall data. 
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Figure 16.  Average hourly wind velocity. 
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Figure 17. Hourly maximum wind velocity. 
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Figure 18. Total daily solar radiation and rainfall 
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Figure 19. Average hourly temperature. 
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Figure 20. Average hourly relative humidity. 
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Figure 21. Average hourly barometric pressure. 
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 The raw and cumulative open-water evaporation-rate data from the standard Class A 
evaporation pan (Figure 22), which was installed 2/1/07, is presented in Figure 23. The blue 
line in Figure 23 represents the water level from a fixed instrument reference. Thus, 
increases in this dimension represent declining water levels and, conversely, rapid increases 
in these values represent rapid water-level rise, most notably from rainfall or water 
additions to the pan. The red line (secondary axis) represents the derived cumulative 
evaporation which is the raw data minus the rainfall depth. The missing data for the time 
periods of 3/5/07 to 3/12/07 and 3/30/07 to 4/7/07 is the result of a software malfunction 
which has been resolved. 
 
 

 
 

Figure 22. Class A ET pan with GeoKon water level monitoring device installed next to the 
weather station. 
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Figure 23. Raw and cumulative open pan evaporation (from 2/1/07 -12/31/07). 
 
 
Soil Moisture Observations 
 
 Soil moisture probes were installed at sites ECO-1 through ECO-6. Each probe has 
eight moisture sensors at depths below the land surface of 10 cm to 190 cm, except at 
ECO-6. Site ECO-6 is in a high water-table environment and the deepest moisture sensor at 
that site is 140 cm. In addition, the top three sensors at ECO-5 and ECO-6 were shifted 
from their 10, 20 and 30 cm locations to 20, 30 and 40 cm. The sensors on ECO-3 were 
shifted on 3/5/07 and the ECO-6 sensors were shifted 9/5/07. These actions were taken due 
to questionable values from the 10 cm sensors (surface reflectance errors). 
 Figures 24 through 29 show the observations of soil moisture through time at each 
station ECO-1 though ECO-6, respectively. All sensors are seen to show rapid fluctuations 
from rainfall events followed by more subtle recession periods. Stations in the deep water 
table environment (i.e., ECO-1-3) exhibit lower moisture contents generally with no 
observations of complete column saturation. In contrast, the shallow water table stations, 
ECO-4-6, exhibit moisture contents consistent with water table observations near land 
surface with pronounced periods of  partial to full column saturation. 



 30

0

10

20

30

40

50

60

1/1/07 1/29/07 2/26/07 3/26/07 4/23/07 5/21/07 6/18/07 7/16/07 8/13/07 9/10/07 10/8/07 11/5/07 12/3/07 12/31/07

W
at

er
 C

on
te

nt
 (%

)
0

1

2

3

4

5

6

H
ou

rly
 R

ai
nf

al
l (

in
ch

es
)

10 cm 20 cm 30 cm 50 cm 80 cm 110 cm 150 cm 190 cm Rainfall
 

Figure 24. Average hourly soil moisture data from ECO-1. 
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Figure 25. Average hourly soil moisture data from ECO-2. 
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Figure 26. Average hourly soil moisture data from ECO-3. 
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Figure 27. Average hourly soil moisture data at ECO-4. 
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Figure 28. Average hourly soil moisture data at ECO-5. 
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Figure 29. Average hourly soil moisture data at ECO-6. 
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In general, the soil moisture observations illustrate that the largest moisture 
fluctuations are seen in the upper 1m of the soil column associated with infiltration and 
evapotranspiration (ET) stress periods. This verifies that the sensors are rapidly responding 
to the expected dynamics of the upper column, exhibiting the bulk of the root zone and the 
effectiveness of this layer at trapping and utilizing most of the available infiltration moisture. 
The range of moisture content in the upper column is nearly the limits for the fine sandy 
soils at the site which ranges from near saturation (40%) to wilting content (2%). In 
contrast, the lower moisture sensors show a much more subtle response and range of 
variability in the deep water table stations (ECO1-3) and constant effective saturation 
contents in the lowest (+150 cm) sensors for the shallow water table sites (ECO4-6). The 
lower sensors in the deep stations are observed to fluctuate around a more typical moisture 
content associated with the gravity moisture holding capacity (i.e., field capacity, 12-15%) 
typical for these soils. 

The combination of these results indicate that the soil moisture sensors are: 1) all 
rapidly responding to rainfall and ET stress; 2) the sensor placements likely extend through 
or below the root zone for the plant cover in both deep and shallow water table settings; 3) 
the several brief periods of moisture increase at the lowest sensors in the deep settings are 
likely the observations of wetting front propagation through the column (recharge fluxes). 
Integration of the soil moisture observations over the column profile would like yield flux 
estimates for infiltration, ET and recharge. 

 
 

Total Soil Moisture (TSM) 
 
 The vertically displaced soil moisture observations can be integrated over the 
displacement depth to obtain a direct measurement of total soil moisture (TSM) over the 
observation depth (2m). In this manner, the units for TSM become inches or cm (volume 
per unit surface area).  Since soil moisture observations are made every 10 minutes, the 
resultant TSM can be resolved to this same interval. However, the propagation of the 
wetting front, possibly through macro-pores, during a rainfall infiltration event can result in 
TSM(t) results that are spuriously noisy during the early stages of the wetting front 
evolution. Therefore, typically TSM is resolved no more frequent than hourly using hourly 
averaged soil moisture measurements. In this manner TSM(t) was resolved hourly for the 
entire 2007 observation period. Results are plotted in Figures 30 to 35. Rapid fluctuations in 
TSM are seen consistent with each rainfall period followed by gradually decreasing soil 
moisture consistent with ET uptake. Resolution of TSM in time can be used to estimate 
infiltration, recharge and ET fluxes from the soil column in the manner of Rahgozar et al. 
(2005). 
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Figure 30. Total soil moisture and rainfall at ECO-1. 
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Figure 31. Total soil moisture and rainfall at ECO-2. 
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Figure 32. Total soil moisture and rainfall at ECO-3. 
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Figure 33. Total soil moisture and rainfall at ECO-4. 
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Figure 34. Total soil moisture and rainfall at ECO-5. 
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Figure 35. Total soil moisture and rainfall at ECO-6. 
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The combination of these results indicate that the soil moisture sensors are: 1) all 
rapidly responding to rainfall and ET stress; 2) the sensor placements likely extend through 
or below the root zone for the plant cover in both deep and shallow water table settings; 3) 
the several brief periods of increase in the lowest sensors in the deep settings are likely the 
observations of wetting front propagation through the column (recharge fluxes). Integration 
of the soil moisture observations over the column profile would likely yield flux estimates for 
infiltration, ET and recharge. 

 
 

Results from Resolving TSM 
 

Differences in hourly TSM were determined at each station, ECO1-6, to derive 
estimates of infiltration, recharge and ET fluxes from each corresponding vegetative setting. 
Results are depicted in Figures 36 to 41. The TSM differences are plotted with rainfall 
(Figures 36 to 41) depicting positive changes in soil moisture roughly consistent with rainfall 
depth followed by negative changes resulting from recharge transmission through the soil 
column and ET uptake as negative changes. In the manner of Trout and Ross (2006), the 
negative rates of TSM changes can be separated into recharge plus lateral flux (considered 
negligible in this setting) or ET uptake. 
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Figure 36. Rainfall and change in total soil moisture at ECO-1. 
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Figure 37. Rainfall and change in total soil moisture at ECO-2. 
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Figure 38. Rainfall and change in total soil moisture at ECO-3. 
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Figure 39. Rainfall and change in total soil moisture at ECO-4. 
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Figure 40. Rainfall and change in total soil moisture at ECO-5. 
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Figure 41. Rainfall and change in total soil moisture at ECO-6. 
 
 

A good test of the function and resolution of the soil moisture sensors is the 
magnitude of infiltration following rainfall. For most rainfall events in this environment, 
rainfall fully infiltrates reduced only by interception capture (ultimately lost to ET). From the 
TSM differences it can be noted from most observations that the infiltration volume is 
slightly smaller but consistent in magnitude with rainfall. However, in some settings the well 
may be in local topographic lows (depressions) that result in some events (usually the 
larger runoff producing events) where infiltration can exceed rainfall. Such is the case with 
ECO-5 which, after studying the integrating the soil moisture and confirmed by site 
inspection, was determined to be in a very clear topographic depression. Slight field 
changes were made to correct this severe case to render the long term observations at this 
station less problematic. 

Recharge and ET results are shown as cumulative totals for 2007 in Figures 42 to 47. 
Interestingly, perhaps due to the abnormally dry year experienced in 2007, there was only 
one recharge “event” (a period in July) that was observed from the soil moisture integration 
and the associated water table and Floridan well responses. More analysis of the 2007 
observations is ongoing. Therefore the results presented below should be considered 
preliminary and subject to change at this point. 
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Figure 42. Moisture flux at ECO-1. 
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Figure 43. Moisture flux at ECO-2. 
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Figure 44. Moisture flux at ECO-3. 
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Figure 45. Moisture flux at ECO-4. 
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Figure 46. Moisture flux at ECO-5. 
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Figure 47. Moisture flux at ECO-6. 
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Water Table Elevations 
 
 Pressure transducers were installed in the monitor wells to record groundwater 
levels. ECO-1 and ECO-2 have been dry since they were installed. Both sites are primarily 
clay to the Floridan Aquifer. The wells with the ECO prefix were intended as surficial aquifer 
monitor wells; they were installed to the first competent clay unit or, in the case of ECO-4, 
to rock as no clay was encountered. The wells with the FL prefix were installed into the first 
competent limestone unit which is the Upper Floridan Aquifer. Initially, one Floridan well 
(FL-2) was installed near ECO-4 to provide head gradient information between the surficial 
and Floridan aquifers. A second Floridan well (FL-1) was then installed near ECO-1. All the 
wells except FL-1 have been surveyed and their water levels corrected to NGVD. Figures 48-
53 display the continuously recorded water-level elevations (blue line), manual 
measurements (red box) and cumulative rainfall (pink line) for each of the wells. 
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Figure 48. Continuous water-table measurements at ECO-3 with manual measurements and 
total rainfall. 



 45

13

15

17

19

21

23

25

27

29

31

33

35

1/1/07 1/29/07 2/26/07 3/26/07 4/23/07 5/21/07 6/18/07 7/16/07 8/13/07 9/10/07 10/8/07 11/5/07 12/3/07 12/31/07

W
at

er
 L

ev
el

 E
le

va
tio

n 
N

G
VD

 (f
t) 

0

5

10

15

20

25

30

35

40

45

To
ta

l R
ai

nf
al

l (
in

ch
es

)

Continuous Manual Land Surface Total Rainfall

Land Surface

 
Figure 49. Continuous water-table measurements at ECO-4 with manual measurements and 
total rainfall. 
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Figure 50. Continuous water-table measurements at ECO-5 with manual measurements and 
total rainfall. 
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Figure 51. Continuous water-table measurements at ECO-6 with manual measurements and 
total rainfall. 
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Figure 52. Continuous approximate Floridan Aquifer water levels at FL-01 with manual 
measurements and total rainfall. 
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Figure 53. Continuous water-table measurements at FL-02 with manual measurements and 
total rainfall. 
 
 
 ECO-4 was installed as a water-table monitor well. However, no significant clay unit 
was penetrated. The well was ended at 27 feet below land surface when rock was 
encountered. The well was screened from 17-27 feet below land surface (bls).  
 Approximately 18 feet from ECO-4, a Floridan Aquifer well was installed, FL-2. FL-2 
passed through two significant clay units, one between 22 and 32 feet bls and the other 
between 37 and 44 feet bls. Several smaller clay layers or lenses were encountered 
between the two thickest clay units. Rock was encountered at 44 feet bls. The well was 
continued for an additional 20 feet through the limestone to a total depth of 64 feet. A 15-
foot well screen was installed in the well, but the bottom six feet of the well was lost when 
the auger flight was extracted and the well casing pulled up. The final depth of the screen is 
from 43 to 58 feet bls. 
 Although ECO-4 is only 27 feet deep while FL-1 and FL-2 are 60 and 58 feet deep 
and finished in limestone, the water elevations in all three wells match. Figure 54 illustrates 
the correspondence between the water elevations in the three wells. All three wells reflect 
water elevations in the Floridan Aquifer. 
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Figure 54. Water elevation comparison between FL-1, FL-2 and ECO-4. 
 
 
 A second well was manually installed at the ECO-6 location to a depth of 
approximately four feet. This well is screened for its entire length below the ground surface. 
Because air entrapment and compression is believed to play a role in the rapid water-table 
response to rainfall events, this second well provides a water-table comparison to the 
partially screened initial well. A water-table response in the cased well that is not present in 
the fully-screened well may indicate a water-table change due to air pressurization. Figure 
55 presents the water levels recorded in the two ECO-6 wells for that time period when 
water levels were measurable in the fully-screened well (the fully-screened well was dry for 
part of the year).  Air pressurization events are likely present when the response to a given 
rainfall event at the ECO-6 well is greater than the corresponding response in the fully 
screened ECO-6 well. 



 49

0

0.5

1

1.5

2

2.5

3

3.5

4

7/22/07 8/5/07 8/19/07 9/2/07 9/16/07 9/30/07 10/14/07 10/28/07 11/11/07 11/25/07 12/9/07 12/23/07

R
el

at
iv

e 
W

at
er

 L
ev

el
 E

le
va

tio
n 

 (f
t) 

0

0.5

1

1.5

2

2.5

3

3.5

4

H
ou

rly
 R

ai
nf

al
l (

in
ch

es
)

ECO-6 ECO-6 fully screened Hourly rainfall
 

 
Figure 55. Relative water levels at the ECO-6 wells illustrating possible air pressurization 
events. 
 
 
Site Hillslope Profile 
 

The USF ECO site exhibits a hillslope convex to concave profile typical of the high 
slope, sandy remnant dune feature ridge environments of the coastal plain fringe typified in 
west-central Florida. Similar environments in the SWFWMD domain include the Pinellas 
(Lake Tarpon), Brooksville, Brandon and Lakeland Ridge settings.  Figure 56 depicts the 
vertical relief of the observation transect, with stations ECO1-6 shown as vertical lines and 
mid-May 2007 and mid-September 2007 groundwater observations shown as near 
horizontal lines. The topography range is from 51 ft to 24 ft, with portions the upper slope 
exceeding 10% and the down-gradient environment transitioning to flood plain flat slope 
(~0.1%) conditions. The mid slope environment between ECO4 and ECO5 is likely a 
groundwater seepage environment (supported by soil moisture observations discussed 
later). However, confirmation analysis as to the seep fluxes needs to be made.  
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Figure 56. Eco site hillslope profile showing wells and May and September aquifer 
elevations. 

 
 
The persistent low gradient water table, almost non-existent in the upper hillslope 

environment, combined with the fine-sandy soils with intermittent clays will likely not 
support significant lateral fluxes in the hillslope. Therefore, any significant groundwater 
lateral fluxes, some are indicated by the soil moisture observations discussed later, are 
likely the result of the very transmissive limestone Floridan aquifer present in the transect. 
Expectedly, the high transmissivities of the Floridan aquifer are evident in the very mild 
gradient measured by the 2 Floridan wells placed at ECO1 and ECO4. Interestingly, the mid-
May to mid-September Floridan water levels are seen to show a greater seasonal range of 
variability than the water table observations. 
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Conclusions and Recommendations 
 
 The hydrologic study of the USF Eco site is completing the second year of an 
originally funded three year duration. All instrumentation is deployed and operational. The 
first year was mostly site selection, setup, well drilling, procurement and setup of 
instrumentation. Therefore, only one full calendar year of data collection whereby all 
instrumentation was operational is available for analysis. The project is proposed to 
continue data collection for another 12 months. 

Preliminary analysis indicates that infiltration, recharge and ET can be measured at 
this site as proposed. The preliminary analysis of the 2007 data is consistent with the low 
rainfall (41”) year whereby little deep groundwater recharge occurred and only for a brief 
period in July. The flux rates for infiltration, recharge and ET will be more fully resolved in 
year 3 work efforts. Therefore, more conclusive findings are forthcoming in the next year.  

However, interesting early observations from the study are available. For example, it 
appears the site exhibits two and possibly three distinct ET environments from near-Xeric 
upland scrub oak, transitioning to pine/palmetto Flatwoods, to alluvial hardwood floodplain. 
Also, the site seems to exhibit groundwater recharge/discharge behavior consistent with 
classical hillslope models. Possibly one part of the transect may be a groundwater seepage 
environment. 

Infiltration, Recharge, runoff and ET Fluxes measured from this site should prove 
very useful for further hydrologic studies and understanding this very important and 
common landscape of west-central Florida.  ET rates derived from soil moisture 
observations should be useful for calibrating hydrologic models and further understanding 
the hydrology and water budgets of these environments/land covers. 

Due to the anomalous and exceptional dry period of this hydrologic study and the 
importance in understanding this system behavior through more median and wetter periods, 
it is strongly recommended to continue this data collection for a number of years into the 
future.  It is strongly believed that the hydrology of this and other environments in west-
central Florida respond over many years to short-term and mid-term (~10 years) climatic 
cycles which dictate water resource availability and natural processes. Developing only 
short-term observations and insights is of limited assistance to improving resource 
management and modeling goals. Management strategies and simulation models must be 
done with an understanding of this longer-term, perhaps decadal cycle to be most fruitful.  
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Water Resources Research Center 

Year 2007 Project Status Update 

Investigating Arsenic Mobilization During Aquifer Storage Recovery (ASR)  

April 30, 2008 

 

Principal Investigator:  Dr. Mike Annable (EES) 

Graduate Student:  Stuart Norton (EES) 

The subject of this research is arsenic mobilization during Aquifer Storage and Recovery (ASR).  
The project is being funded in part by the Water Resources Research Center (WRRC), with 
matching funds provided by the Florida Geological Survey (FGS).  The project background, 
project status, scope of work, and schedule of deliverables are provided below.   
 
Project Background  
 
Due the growing demand on water resources within the State of Florida, alternative water supply 
and water storage technologies are becoming increasingly important.  Aquifer Storage Recovery 
(ASR) has the potential to meet much of the seasonal storage needs of many municipalities 
within areas of increased water demand.  However, as with any engineered water supply 
process, ASR must meet stringent Federal and State regulations to insure the protection of 
human health and the health of the environment.    
 
Recently, facilities in southwest Florida utilizing the Suwannee Limestone of the Upper Floridan 
Aquifer for ASR have reported arsenic concentrations in recovered water at levels greater than 
112 µg/L (Arthur et al., 2002).  On January 23, 2006 the Maximum Contaminant Level for arsenic 
was lowered from 50 µg/L to 10 µg/L (FDEP: Chapter 62-550 F.A.C., Table 1).   
 
Research has been conducted to determine the abundance and mineralogical association of 
arsenic within the Suwannee Limestone (Price and Pichler, 2006).  This research suggests that 
the bulk matrix of the Suwannee Limestone generally contains low concentrations of arsenic.  
However, arsenic is concentrated within the Suwannee Limestone in arsenic bearing minerals 
such as pyrite.  
  
The potential mechanisms by which arsenic may be mobilized during ASR have been 
investigated by others.  The conclusions of this research suggest that the introduction of the 
injectate containing oxidants, such as dissolved oxygen (DO), chlorine, and nitrate, into a highly 
reduced groundwater environment produces a geochemical response that releases arsenic from 
the aquifer matrix (Arthur et al., 2002; Prommer and Stuyfzand, 2005; Mirecki, 2006).   
 
Several ASR projects are under testing in southwest Florida.  Of these, the recently constructed 
Bradenton Potable ASR facility presents several benefits for further research including the 
following: 
 

• Only a few recharge and recovery cycles have been performed at the facility.  Therefore, 
the aquifer matrix has not been repeatedly exposed to water with high levels of oxidizers. 

• One large volume test cycle was recently completed (Cycle Test 6 and 6a). 
• The data sets collected to date at this facility are fairly extensive. 
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• The City plans to conduct additional test cycles and has expressed an interest in 
supporting research efforts by collecting additional water quality data during future tests. 

• Future test cycles may include degasified (low DO) source water which may allow 
additional testing to occur that focuses on other potential oxidizers (nitrate, chlorine, etc.) 
as a source of arsenic mobilization. 

 
Project Status 
 
The initial scope of work for the project, for Academic Year 2005-2006 and Year 2006-2007, as 
presented in the prospectus submitted to FGS in December 2005, is described as follows: 

• Compile and evaluate in-situ measurements collected at the Bradenton ASR site during 
recovery for Cycle 6 to include field measurements (e.g., pH, temperature, dissolved 
oxygen, conductivity, and ORP) and laboratory measurements (e.g., sulfate, sulfide, 
hydrogen sulfide, carbonate, bicarbonate, total chlorine, total phosphorous, and ortho-
phosphate). 

• Review the data being collected per the FDEP temporary operations (cycle testing) 
permit for this facility and additional data being collected by FGS. 

• Employ Istok’s approach to data analysis and compare Istok’s push-pull test method to 
the current method of cycle testing regulated by FDEP. 

• Utilize the existing Bradenton ASR dataset to: 
o Attempt to quantify the consumption rates (reaction rates) of oxygen and other 

oxidizers (e.g., chlorine) during ASR. 
o Investigate the applicability of solute transport models to predict the behavior of 

arsenic during ASR that may be used during future studies.  
• Make suggestions for further studies. 

 
The scope of work described above is complete at this time.  A brief summary of the results is 
provided below. 
 
Laboratory analytical results and field data collected at the Bradenton Site were reviewed for 
Cycle Tests 1-6a.  Utilizing this dataset, Istok’s push-pull analytical model has been employed to 
quantify DO consumption rates.  Results are similar for three of the four cycle tests indicating that 
DO undergoes pseudo-first order decay during ASR.  Variability in the measured decay rates 
appears to be due to a reaction rate dependence on temperature (Prommer, 2005).  While 
recharge water temperatures were similar, around 22°C, for three of the four cycle test, one of the 
tests was conducted during the summer with recharge water temperatures exceeding 30°C.  
Therefore, the Arrhenius Equation has been successfully applied to estimate the decay rate at 
25°C.   The results indicate that DO undergoes pseudo-first order decay, at the Bradenton ASR 
Site, with a rate of 0.50/day at 25°C (Norton, 2007). 
 
The 3-D Interactive Groundwater Model (Li et al., 2006) was used to investigate solute transport 
at the Bradenton Site.  The IGW model was used to simulate breakthrough of a tracer at a 
monitoring well (SZMW-1).  The model was calibrated to results from Cycle Tests 5-6a.  The 
model results indicate that, due to mixing of recharge and native water, the recovery efficiency of 
the ASR facility can be increased by using an operational approach were the annual volume 
recovered is less than the annual volume recharged (Norton, 2007). 
 
Results from the analysis discussed above were incorporated into Mr. Norton’s Master’s thesis, 
which was defended in June 2007 and submitted to the UF Graduate School in July 2007.  Mr. 
Norton’s thesis is available for review at the university’s online library and is referenced as 
follows:  
 
Norton S., 2007, Quantifying the Near-Borehole Geochemical Response During ASR:  
Application of “Push-Pull” Analytical Techniques to ASR Cycle Testing.  Master’s Thesis, 
University of Florida, 58 p. 



 3

 
The scope of work proposed for current academic year (Year 2007-2008) includes the following: 
 

A. Complete the review of available geochemical and numerical (reactive) transport models, 
including PHREEQC and PHT3D, to determine the model(s) applicability to the research 
problem and available dataset(s). 

B. Define the conceptual model. 
C. Review the Bradenton ASR dataset to determine suitability of the dataset to research 

problem.  Additional datasets may be reviewed and, where appropriate, utilized to 
support this research.  

D. Make recommendations to City of Bradenton or other ASR operators, and their consulting 
engineering(s), for conducting field tests to support this research effort.  
Recommendations will include field sampling protocols, water quality analytical methods, 
cycle testing volumes and durations, etc. 

E. Calibrate and run a numerical (reactive) transport model to verify the mechanisms by 
which arsenic is mobilized during ASR and determine the fate and transport of the 
mobilized arsenic. 

F. Correlate results of the numerical transport model to the conceptual model. 
G. Present interim findings to FGS and the graduate committee. 
H. Submit dissertation for review by the graduate committee, incorporate committee’s 

comments, and complete dissertation defense. 
I. Submit manuscript for publication. 

 
Work completed during Year 2008-2009 will include Tasks C through D, and the initial setup and 
calibration of the model described in Task E.  Tasks E through H will be completed in subsequent 
years.  
 
The scope of work for Year 2007-2008 is underway at this time.  A brief summary of the work 
completed to date is provided below. 
 
A review of potential reactive transport (geochemical transport) models is complete.  The reactive 
transport model PHT3D appears best suited for modeling arsenic mobilization during ASR.  
PHT3D couples the geochemical model PHREEQC-2 with the multi-species transport model 
MT3DMS.  The model is being maintained by Henning Prommer at the University of Western 
Australia (www.pht3d.org).  PHT3d has been integrated into the graphical user interface Visual 
MODFLOW.   
 
The existing Bradenton ASR dataset has been reviewed and model development using Visual 
MODFLOW is currently underway.  The initial calibration runs have been made to simulate the 
flow and transport regime for this site.  Once model calibration for flow and transport processes is 
complete, the reactive (i.e. geochemical) components will be added.   
 
Presentations and Workshops 
 
Stuart Norton presented results from the research project during 2007 as described below: 

• Thesis defense – June 2007: presented to student’s graduate committee 
• Project Status Update – October 2007: presented to staff from the FGS and the Florida 

Department of Environmental Protection (FDEP). 
 
Stuart Norton attended the following workshops and conferences during 2007: 

• Coupled Geochemical & Transport Modeling Short Course – August 2007, Colorado 
School of Mines, Instructors: Dr. Chunmiao Zheng, Dr. Henning Prommer, and Dr. 
Vincent Post 

• Aquifer Storage and Recovery VII – September, 2007.  Florida/Southeast Regional 
Conference Presented by the American Groundwater Trust, Orlando, FL 



 4

o Mr. Norton co-presented, along with Don Ellison (SWFWMD) and Seth (City of 
Bradenton), a status update of the Bradenton ASR Degas Pilot Project – note 
this is not part of the scope of work discussed here. 

 
Schedule of Deliverables 
 
The timeline for Year 2007-2008 is as follows: 

• WRRC funding awarded in March 2008. 
• FGS grant awarded in June 2008. 
• Funds dispersed over three semesters; Summer 2008, Fall 2008, and Spring 2008. 
• Status update presented to graduate committee and FGS in November 2008. 
• Proposal for funding request for continuing research during Year 2009-2010 submitted to 

FGS in December 2008. 
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Executive Summary 

Due to intensive hurricane activities, many South Florida Water Management District’s 

waterways experienced bank and bed erosion. Since year 2006, a new initiative aiming at 

understanding and further mitigating the erosion problem downstream of District’s 

hydraulic structure has been carried out. According to a report to the District on a general 

literature survey on bridge scour, erosion around hydraulic structure and bank erosion 

(Hsu et al. 2006), it is suggested that existing scour formulae may not be sufficient to 

provide high predictive skill. Additionally, in order to further utilize process-based 

approach, more information on the flow condition and sediment properties is necessary. 

Hence, a field experimental campaign at one of the District’s hydraulic structure site is 

recommended. After several discussions and a preliminary experiment at S65A, a 

District’s spillway at Kissimmee River, a more coherent plan that integrate both 

observational and modeling objectives emerges. The major purpose of this report is to 

summarize these findings and develop a field experimental plan at S65A (Section 2) that 

is consistent with our long-term modeling strategy (Section 4). Because a process-based 

approach requires information on bedload and suspended sediment load, an overview of 

suspended sediment measurement techniques is also reported (Section 3).  

 The experimental site is selected to be S65A spillways at the Kissimmee River, 

which is one of the major spillways that control the stream flow entering pool B of the 

Kissimmee River. The specific objectives of this experimental campaign are to 

� Evaluate and calibrate scour formulae for erosions downstream of S65A spillway 

derived from dimensional analysis using bulk flow quantities and sediment 

properties. 

� Understand the overall flow field, bottom bathymetry upstream/downstream of S65A 

during normal and flooding conditions and sediment distribution in order to provide 

database sufficient to conduct overall hydrodynamic and morphology prediction for 

this section of the Kissimmee River.  

� Obtain detailed flow velocity, suspended sediment concentration and bedload 

transport rate in order to understand the mechanics causing the erosion and to 

calibrate a small-scale sediment transport model for total sediment transport rate. 
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It is recommended that the field experimental campaign be carried out in Phase I and 

Phase II. The primary purpose of the Phase I of the field experiment is to obtain flow 

field and streambed bathymetry during regular condition (river discharge~500-1000 

c.f.s.). This is the reference condition that shall be later used to compare with the results 

that will be measured right after the flooding condition (river discharge~>5000 c.f.s.) in 

order to evaluate erosion due to storm-induced flooding. This is also a pilot experiment 

that allows us to determine the optimum location of transects, spatial resolution, and 

instruments testing, etc. Phase II of the field experiment will be established based on 

results and experiences learned from Phase I. The experiment will be conducted at the 

same spillway (S65A) immediately (~ few days) after the first storm encountered 

following the pilot experiment. The primary goal of Phase II is to not only understand the 

bulk erosion as an engineering problem but to also investigate the mechanisms 

controlling the scour process. This will allow us to further improve upon the existing 

scour formulae with new process-based approach.  

 An overview on the capability and limitation of Optical Backscatter Sensor (OBS) 

on measuring suspended sediment concentration is reported in section 3 along with 

comparisons with acoustic techniques, namely Acoustic Doppler Current Profiler 

(ADCP) and multi-frequency Acoustic Backscatter Sensor (ABS). It is recommended 

here that OBS can be used to measure suspended sediment concentration with sufficient 

in-situ bottle sampling to generate reliable calibration curve. In the mean time, ADCP 

backscatter signal can be recorded and calibrated against in-situ sampling and OBS 

results. 

 In section 4, we summarize the modeling approaches that shall be benefited from 

the proposed field experiments. Based on dimensional analysis, one can propose 

empirical or semi-empirical formula to predict scour depth based on bulk flow and 

sediment quantities. The specific form of the scour formula and its empirical coefficients 

shall be determined based on measured data. We also put forward a framework toward a 

process-based study for erosion downstream of hydraulic structure. This approach can be 

appropriately integrated with the experimental campaign. Major conclusions and 

recommendations are summarized in Section 5.  
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1 Introduction 

Due to intensive hurricane activities, many South Florida Water Management District 

(District) waterways experienced bank and bed erosion. The erosion was more severe 

downstream of flow control structures, particularly spillways and weirs. These erosion 

problems cause several immediate and undesired results, such as endangering the stability 

of the flow control structure and damaging the river banks or levees. In order to improve 

our understanding and predictive skill on erosion downstream of District’s hydraulic 

structure, and to further evaluate the effect of fluvial erosion on river bank erosion, a 

detailed field experimental plan to measure fluvial hydrodynamics, bathymetry and 

suspended sediment is proposed here. The first selected site will be the S65A spillway 

(S65A see the red circle at the top of Fig 2) at the Kissimmee River. The three spillways 

indicated in Fig 2 are among the largest in the District and there are concerns not only 

related to local erosions in the river but also the overall impact on sedimentation at the 

Lake Okeechobee.   

 

 

Fig 1: Bank erosion after hurricane activities. Photo provided by Dr. Ansar of SFWMD. 
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Fig 2: Active flow monitoring sites around the Kissimmee River before entering Lake 

Okeechobee. Red circles represent the three of the largest spillway sites in this area. S65A site is 

the focus of this experimental plan. Adopted from SFWMD website.   

 

 

Hence, the major goals of this project are to 

� Obtain a complete field data set for erosions downstream of spillways, including the 

bulk flow discharge, upstream/downstream head difference and flow condition; 
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complete bathymetry survey and scour mapping; and detailed flow field and 

suspended sediment concentration in the water column.  

� The data is intended to improve our physical understanding on the erosion process 

and to develop remedial measures for District sites with existing erosion problems as 

well as preventive measures for District structures that may potentially face erosion 

problems. Specifically, the data will be used to  

o Evaluate and calibrate scour formulae for erosions downstream of S65A 

spillway derived from dimensional analysis using bulk flow quantities and 

sediment properties. 

o Understand the overall flow field, bottom bathymetry upstream/downstream 

of S65A during normal and flooding conditions and sediment distribution in 

order to evaluate the transport modes, scour hotspots, and provide database 

sufficient to conduct overall hydrodynamic and morphology prediction for 

this section of the Kissimmee River.  

o Obtain detailed flow velocity, suspended sediment concentration and bedload 

transport rate in order to calibrate small-scale sediment transport models and 

total sediment transport rate parameterizations.    

 

 

 According to a literature survey on erosion studies completed in FY06 (Hsu et al. 

2007), prior field experiments are designed to fit simple bulk erosion  formulae 

developed in the earlier years and hence only limited flow and sediment parameters are 

measured. One example is the Schoklitsch-Veronese type erosion formula (see Mason 

and Arumugam 1985 for a review): 

 

z

yx

sm
d

Hq
Kd =      (1)  

 

where dsm is the maximum equilibrium scour depth, q is the unit discharge at the point of 

impact, H is the head difference from upstream to downstream water level, d is the 

characteristic sediment size, and K, x, y, z are empirical coefficients. Another example is 
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that proposed by Martin (1975) and later on revised by Chee and Kung (1983) to include 

the jet impact angle α:  
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The sum of the scour depth and tail water depth hd sm +  is normalized by the height 

difference H. More importantly, the Froude number 3
gHqFr =  of the spillway 

system is considered. Equation (2) and its similar types (section 4.1) follows the 

dimensional analysis principles.  

 

 In the existing literature, the empirical coefficients in the bulk erosion formulae, 

such as that shown (1) and (2), are calibrated with laboratory and field data. However, a 

lot of these data are obtained from spillway of high dam and the effect of tail water or the 

ambient river flow and live-bed scour are not considered. For District’s spillway site, the 

head difference is much smaller and hence the ambient river flow, tailwater effects and 

live-bed scour may be important. In fact, in some operational condition, the downstream 

water depth is large and exceeds the elevation of the gate opening. Hence, the flow 

exiting the gate is similar to flow through an orifice. Hence, even if we want to use 

existing formulae such as (1) and (2), it is necessary to re-calibrate these empirical 

coefficients using new field data that is more consistent with Districts’ conditions. 

Additionally, literature survey shows that recent laboratory studies on plunge pool scour 

(e.g., Pagilara et al. 2006) has revealed some important physical processes that need to be 

further investigated in the field condition and incorporated in predictive formulae in the 

future. These are the two major motivations for conducting a new field experiment with 

more detailed measurement. 
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2 Field Experiment 

2.1 S65A site 

A more detailed aerial photo of S65A is shown in Fig 3a along with a prior bathymetric 

survey conducted by SFWMD. Fig 3b also indicates the location of the headwater and 

tailwater depth sensors. The red-dashed line (across the stream) immediately downstream 

of the spillway is approximately the location where the concrete bucket ends. Hence 

erosion is expected to occur downstream of this line. A region of higher elevation near 

the west side of the river bank can be seen from the bathymetry survey results. This could 

be the aftermath of the previous bank erosion. In any case, we can see that the location 

for measuring the tailwater depth is appropriately located downstream of the major 

erosion area. A remnant channel around the S65A can be seen in Fig 3b, the intersection 

of this remnant channel with the main channel downstream of S65A is sufficiently far 

(downstream) of the erosion area and hence the effect of the remnant channel can be 

neglected.  

 

 Fig 4 presents photos taken immediately upstream (Fig 4a) and downstream (Fig 

4b) of S65A. These photos are taken under regular flow condition with the upstream 

depth-averaged flow velocity around O(10)cm/s. The gate is not fully opened and the 

upstream free-surface is rather quiescent. During the time when the photo was taken, 

water depth at the downstream side is large and the location of free surface exceeds that 

of the gate opening (Fig 4b). Hence, the flow through the structure is similar to flow 

through orifice. However, some turbulent, secondary flow structures can be observed 

immediately downstream of the gate. Concrete bucket is implemented immediately 

downstream of the spillway. Therefore, there shall be no concern of erosion under such 

turbulent, secondary flow structure. However, during the flooding condition upstream 

flow may carry suspended sediment through the gate and deliver to downstream. This 

possibility need to be investigated.  
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Fig 3: Aerial photo of S65A and its vicinity. (a) color contours are prior bathymetry survey 

results measured by SFWMD scientist. (b) circles indicate locations of recording headwater and 

tailwater. 
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Fig 4: Photos taken at the (a) upstream side and (b) downstream side of S65A spillway.  
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2.2 Experimental Plan 

Due to the project complexity and its dependence on weather conditions, it is 

recommended the field experimental campaign be carried out in two stages, the Pilot 

Experiment (Phase I) and Major Experiment (Phase II). In this section, main purposes of 

these two experiments and related science and engineering issues are first discussed. 

Detailed transect locations and quantities to be measured during the two experiments are 

then described.    

 

2.2.1 Phase I and II experiments 

I. Pilot Experiment (Phase I): The primary purpose of the Phase I of the field 

experiment is to obtain flow condition and streambed bathymetry in regular condition 

(discharge ~500-1000 cfs) prior to the flooding condition. This is the reference 

condition that shall be later used to compare with the results that will be measured 

right after the flooding condition in order to evaluate erosion due to storm-induced 

flooding. From the measurement point of view, this is also a pilot experiment that 

allows us to determine the optimum location of transects, the resolution of the 

measurement points, and instruments testing, etc.  

This pilot experiment will focus on measuring: 

1. the bulk flow quantities (discharge, headwater and tailwater depth, etc), 

2. complete bathymetric survey both upstream and downstream of S65A,  

3. sediment characterizations, including grain size distribution, averaged grain 

size (e.g., d50, d90) and density, etc.   

4. flow velocity profiles at several transects using Acoustic Doppler Current 

Profiler (ADCP). The selected transects must cover locations upstream, 

downstream and within the scour area. Spatial resolution can be low in each 

transect compared to the major experiment. 

5. Using Helly-Smith bedload sampler to estimate bedload transport (Dynamic 

Solution 2007) and taking in-situ sediment cores (~30 cm deep) for grain size 

analysis at various locations. 
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Using ADCP to measure flow velocity profile and bathymetry are currently a 

standard approach and the Districts’ scientists have plentiful of experiences. On the 

other hand, the backscatter signal of ADCP may be used to estimate suspended 

sediment concentration. Hence, special attention will be focus on  

6. using OBS to measure suspended sediment concentration along with in-situ 

sampling to provide calibration information. The backscatter signal of ADCP 

will be recorded and compared with OBS measured results.  

According to a brief review on the current status of measuring suspended sediment 

concentration (see section 3), the standard tool to measure suspended sediment 

concentration is to utilize the Optical Backscatter Sensor (OBS). Using the 

backscatter signal from ADCP is an attractive technique because ADCP is already 

used for bathymetry and flow velocity measurements. However, the calibration 

procedure appears to be complicated and is an ongoing research. Using multi-

frequency Acoustic Backscatter Sensor (ABS) is also a relatively mature technique. 

However, this new sensor and related post-processing software are currently not 

available in the District and UF and need to be further purchased. It is certainly 

interesting to explore using Particle Imaging Velocimetry (PIV) technique for filed 

condition if District can incorporate experts in this research area. PIV can provide 

high spatial resolution of flow and sediment fields, including turbulence information 

at selected location in the scour hole. A more economical and reliable approach at this 

point is to obtain in-situ sample and using OBS and ADCP concurrently in order to 

interpret ADCP backscatter signal reliably. Hence in the pilot experiment, the 

feasibility and reliability of OBS and ADCP shall be tested. Concurrently 

measurement of backscatter signal using OBS and ADCP will be taken at selected 

locations along with in-situ samples. Calibration curve for OBS will be generated and 

inter-comparison of OBS results (point measurement) and ADCP results (profile 

measurement) will be carried out to evaluate the performance of ADCP for suspended 

sediment concentration.   
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II. Major Experiment (Phase II): Phase II of the field experiment will be established 

based on results and experiences learned from Phase I. Hence, specific details 

described here may be subjected to revision. However, the major components of the 

plan and purpose of the experiment are discussed. The experiment will be conducted 

at the same spillway (S65A) immediately (~ few days) after the first storm 

encountered following the pilot experiment. This is based on the assumption that for 

non-cohesive sediment, the timescale to reach equilibrium is much shorter than that 

of cohesive soil (Hsu et al. 2006) and hence for typical duration of the flood, one 

storm-induced flooding may cause significant scour and the scour depth is close to 

the maximum equilibrium scour depth.  

 

All the quantities discussed in the (a)-(e) items during Phase I will be measured and 

in fact with higher spatial resolutions. We shall base on experiences learned from 

Phase I to revise the locations of transects and the resolution of the measurement 

points. More importantly, until then we shall have more confidence to measure the 

suspended sediment concentration using OBS and ADCP with typical calibration 

procedure and using bedload samplers for bedload transport rate. If resource and time 

permit, we shall also utilize Acoustic Doppler Velocimetry (ADV) or PIV to measure 

near-bed turbulent velocity fluctuations. ADV has much higher sampling frequency 

than ADCP and is more suitable for turbulence measurement. Measured turbulence 

information can be utilized to calculate bottom stress and validated with that 

estimated from current velocity profile measured by ADCP. Bottom stress is very 

important for estimating total sediment transport rate and validation of small-scale 

sediment transport model (see section 4.2). 

    

In summary, the primary goal of Phase II is to not only understand the bulk erosion 

problem as an engineering issue but to also investigate the mechanisms controlling 

the scour process and their relatively importance. This will allow us to further 

improve upon the existing scour formulae with new process-based approach.  
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 Figure 5 presents a photo taken during the preliminary experiment at S65A on 

August 8
th

 2007. Two tag lines (with only one shown in Fig 5) are deployed across the 

river that allows researchers to conduct ADCP measurement of velocity profiles and 

bedload sampling on a boat.  The approximate location of these two transects are shown 

in dashed lines in Fig 3b. Each transect has about 3-5 measurement locations.  

 Based on this preliminary experiment and the model study that shall be conducted 

following the experiments, general suggestions on the measurement locations and spatial 

resolutions are summarized as follow. This recommendation may be applied to both 

Phase I and Phase II: 

a. One transect upstream of the scour regime are required to monitor the upstream 

flow conditions and sediments that are carried by the upstream flow. 

b. At least two transects in the scour area. These two transects are the major 

measurement area.   

c. One transect downstream of the scour area. This allows us to monitor the flow 

condition and transport of sediment downstream of the scour regime. Such as the 

effect of the downstream ridge on the scour development.  

d. One transect upstream of the spillway. This is measured if it is expected that 

large-scale fluvial modeling will be conducted. The cross-stream resolution shall 

be sufficient to estimate the flow rate using ADCP. 

 At each measurement point, velocity profile, suspended sediment concentration, 

bedload sampling shall be taken. A complete bathymetry survey that extends 500 feet 

upstream of and 1000 feet downstream of the spillway shall be carried out in both Phase I 

and Phase II of the experiment. For both Phase I and II, sediment samples shall be taken 

to characterize the grain size and sorting coefficients. 

 According to Fig 4b under regular flow, the flow condition immediately 

downstream of the spillway is already energetic and secondary flow eddies can be 

observed. It is likely that under flooding condition, submerged hydraulic jump may occur 

(Dr. Ansar SFWMD, personal communication). Around possible location of the 
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hydraulic jump, the streambed is protected by concrete bucket and no sediment transport 

is expected. However, the hydraulic jump can induce undular flow or small surface 

variation down stream of the concrete bucket. It is likely that such spatial heterogeneity 

will encourage sediment transport and scour. We shall consider whether it is necessary to 

put pressure gauges at the streambed to monitor the free-surface variation in Phase II.  

   

 

Fig 5: A photo taken downstream of S65A near the scour area during the preliminary experiment 

on Aug 8th 2007. The yellow string is second tag line. A SFWAD boat near the tag line is taken 

ADCP data. The other boat of Dynamic Solution is conducting bathymetry survey using ADCP.   

 

2.2.2 Transect descriptions and tasks 

Following the general discussions in section 2.2.1, a detailed transect plan and 

measurement tasks can be put forward, which is summarized in this section. In additional 

to a detailed mapping of bathymetry upstream and downstream of S65A, other water 
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column quantities need to be further measured. According to the considerations discussed 

in I and II, a suggested set of transects are shown in Fig 6a and Fig 6b and corresponding 

quantities that shall be measured are summarized in Table 1.  

A. Transect A is located immediately upstream of the scour hole and the major 

purpose of this transect is to obtain flow forcing condition before the scour (see 

Fig 6a, b). Flow discharge needs to be measured. Sediment samples shall be taken 

near the central line of the transect (see ∆ symbol). Furthermore, detailed flow 

velocity, suspended sediment concentration profiles and bedload transport rate 

shall be measured for at least 3 cross-stream locations for the major experiment. 

Because OBS is a point measurement instrument, suspended sediment 

concentration at 3 vertical elevations above the streambed is recommended (e.g., 

2cm, 5cm and 10cm above the bed. The optimum locations need to be further 

discussed which shall depend on transport intensity, i.e., the Shield parameter, and 

the presence of bedforms).  

B. Transect B is at the downstream location where maximum scour depth occurs (see 

Fig 6a, b). Similar to transect A, sediment sample is taken at the central line and 

detailed flow velocity, suspended sediment concentration profiles and bedload 

transport rate shall be measured for at least 3 cross-stream locations during the 

major experiment. 

C. Transect C is at the location in between the maximum scour depth and 

downstream deposition hill (see Fig 6a, b). Sediment samples shall be taken near 

the central line of the transect (see ∆ symbol). Similar to transect A, sediment 

sample is taken at the central line and detailed flow velocity, suspended sediment 

concentration profiles and bedload transport rate shall be measured for at least 3 

cross-stream locations during the major experiment. Detailed flow velocity 

measurement at transect A, B and C allows us to map out the 3D flow velocity 

distribution in the scour hole. 

D. Transect D is located at about 200 meter downstream of the scour hole. The major 

purpose of this transect is to obtain tailwater information. Flow discharge shall be 

measured again in transect D to confirm with that measured in transect A. It is 
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also recommended that the flow discharge is measured during the boat passage. 

This also allows us to ensure the discharge from the remnant channel (for the 

purpose of boat passage) is negligible.  Similar to transect A, sediment sample is 

taken at the central line and detailed flow velocity, suspended sediment 

concentration profiles and bedload transport rate shall be measured for at least 3 

cross-stream locations during the major experiment. 

E. Transects A1, B1, C1 are located in between transects A, B, C, and D. The 

purpose of these additional transects is to increase the spatial resolution for the 

velocity and sediment concentration profiles. Because measuring velocity and 

especially sediment concentration are tedious, these additional transects can be 

incorporated only during major experiment if resource and time permit. If taking 

sediment sample is relatively straightforward, sediment samples can be taken in 

Transect A1, B1 and C1 in both experiments in order to understand the gradation 

effect at different location of the scour hole.  

 For pilot experiment during regular condition, only transects A, B, C and D are 

considered and A1, B1 and C1 can be neglected. Additionally, suspended sediment 

concentration and bedload measurements during pilot experiment can be carried out only 

at the central location of each transect.  

 ADCP will be used to measure discharge, flow velocity profile, bathymetry and 

the backscatter signal shall be recorded and to be compared with OBS measurements on 

suspended sediment concentration. Measurements related to ADCP will be carried out by 

the District’s engineers. The suspended sediment measurement using OBS and the related 

in-situ sampling (for calibration purposes) will be carried out by UF. Core sampling, 

bedload measurement and related grain size analysis shall be contracted out to a 

consultant company selected by the District.  
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Table 1: Flow and sediment parameters to be measured at each transect during the Phase I 

and II experiments. Complete bed bathymetry survey shall be measured in both experiments 

and is not shown here. 

 Pilot Experiment (Phase I) Major Experiment (Phase II) 

Transect 

A 

Discharge* 

Core sample, bedload measurement at 1 

centerline location.
%

 

ADCP velocity profile: 1 centerline 

location.*  

OBS suspended concentration: 1 

centerline location; 1, 2, 5cm 

vertically.
&
 

Discharge* 

Core sample at 1 centerline location.
%

 

ADCP velocity profile: 3 locations 

across the transect.* 

OBS suspended concentration: 3 

locations across the transect; 2, 5, 10 cm 

vertically.
 &

 

Bedload measurement: 3 locations across 

the transect.
 %

  

Transect 

B 

Core sample, bedload measurement at 1 

centerline location.
 %

 

ADCP velocity profile: 1 centerline 

location.*  

OBS suspended concentration: 1 

centerline location; 1, 2, 5cm vertically.
 

&
 

Core sample at 1 centerline location.
 %

 

ADCP velocity profile: 3 locations 

across the transect.* 

OBS suspended concentration: 3 

locations across the transect; 2, 5, 10 cm 

vertically.
 &

 

Bedload measurement: 3 locations across 

the transect.
 %

 

Transect 

C 

Core sample, bedload measurement at 1 

centerline location.
 %

 

ADCP velocity profile: 1 centerline 

location.* 

OBS suspended concentration: 1 

centerline location; 1, 2, 5cm vertically.
 

&
 

Core sample at 1 centerline location.
 %

 

ADCP velocity profile: 3 locations 

across the transect.* 

OBS suspended concentration: 3 

locations across the transect; 2, 5, 10 cm 

vertically.
 &

 

Bedload measurement: 3 locations across 

the transect.
 %

 

Transect 

D 

Discharge* 

Core sample, bedload measurement at 1 

centerline location.
 %

 

ADCP velocity profile: 1 centerline 

location.*  

OBS suspended concentration: 1 

centerline location; 1, 2, 5cm vertically.
 

&
 

Discharge* 

Core sample at 1 centerline location.
 %

 

ADCP velocity profile: 3 locations 

across the transect.* 

OBS suspended concentration: 3 

locations across the transect; 2, 5, 10 cm 

vertically.
 &

 

Bedload measurement: 3 locations across 

the transect.
 %

 

Transect 

A1 

Core sample at centerline.
 %

 Core sample at centerline.
 %

 

Additional ACDP velocity profile, OBS 

concentration and bedload if necessary. 

Transect 

B1 

Core sample at centerline.
 %

 Core sample at centerline. 
%

 

Additional ACDP velocity profile, OBS 

concentration and bedload if necessary. 

Transect 

C1 

Core sample at centerline.
 %

 Core sample at centerline. 
%

 

Additional ACDP velocity profile, OBS 

concentration and bedload if necessary. 

Additional 

locations 

Core taken at previously eroded west 

bank.
 % 

Core taken at previously eroded west 

bank.
 % 
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… … 

 

*SFWMD; 
&
UF; 

%
consultant company 
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Fig 6: Transect and measurement locations downstream of S65A (a) side view (b) 3-dimensional 

view. Bathymetry data provided by Dynamic Solution and SFWMD.  

(a) 

(b) 
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2.3 Summary 

Due to the large extend of the scour regime downstream of the S65A and the limitation of 

resource; a persistent monitoring approach is not applicable to the present study. Instead, 

we propose to carry out a 2-phase experimental campaign before and after a flooding 

event. In both pilot and major experiments, complete bathymetry survey and discharge 

measurement will be conducted. The bathymetry survey results carried out in the earlier 

years can provide a good guideline (see Fig 5 and Gonzalez et al. 2004). In the pilot 

experiment, the measurement of velocity profile, suspended sediment concentration and 

bedload will be carried out but with coarser spatial resolution. These flow and sediment 

information will be measured more extensively in the Phase II experiment. However, 

Phase I is also the pilot/training study for utilizing OBS and ADCP backscatter signal and 

in-situ sampling for suspended sediment concentration (see section 3).  

 The experimental plan described here summarizes the primary goal and general 

plan for the entire campaign. The details are completely applicable to Phase I. However, 

detailed plan for Phase II experiment is flexible and shall depends on the preliminary 

results obtained from the pilot study for pre-flooding condition. For example, if there is 

significant scour observed in the Phase I bathymetry data, we need to evaluate whether 

such scour is due to transport during the regular condition, or it is the aftermath of the 

previous flooding. If this is due to the aftermath of the previous flooding and the infill 

process is not apparent, it is likely that the present condition is already close to the 

maximum equilibrium scour. Then if the next flooding is of similar intensity, we in fact 

do not expect further scour to occur. Hence, after examining the results measured from 

the Phase I experiment, communication and discussion shall be made among the 

researchers to revise the detailed plan for Phase II. The revised experimental plan will be 

constantly updated and documented in the final report along with detailed data analysis 

and scour prediction. At other District’s spillways, such as S65E and S65C, significant 

scour downstream of hydraulic structure has endangered the structure stability. Hence, it 

is also our goal here that experiences learned in this experimental campaign, both in 

terms of transect planning and measurement capability, can be adopted as useful 
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guideline for future investigations on the scour problem downstream of hydraulic 

structure.   
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3 Suspended Sediment Measurement Techniques – A Review 

There are basically three types of measurement techniques for suspended sediment, or 

more generally, the Total Suspended Solid (TSS): (1) Direct sampling (2) Optical 

technique, and (3) Acoustic technique. In direct sampling, water samples are obtained 

directly using bottles or through a pump-sampling system (Sternberg et al. 1991). 

Samples in-situ are further filtered and weighted in the laboratory to obtain mass 

concentration. Hence, direct sampling technique is the most reliable measurement 

technique for suspended sediment. The problem of direct sampling is certainly due to its 

labor-intensive nature and it is very difficult to obtain high temporal and spatial 

resolution of suspended sediment concentration in the field. Sensors based on optical or 

acoustic principles can provide high spatial and temporal resolutions with less effort. 

However, TSS information is indirectly recorded through backscatter signal and cautious 

calibration must be conducted. In reality, optical and acoustic techniques are utilized in 

conjunction with sampling techniques. In this case, direct in-situ samples are taken for 

the purpose developing a calibration curve to relate the backscatter intensity and 

suspended sediment concentration. Our goal in this section is to review optical techniques 

for measuring the suspended sediment, provide some examples, and discuss its 

calibration. However, acoustic technique is also reviewed for the purpose of comparison.  

 

3.1 Optical Technique  

Optical Backscatter sensors (OBSs) have been widely used to measure suspended 

sediment for a variety of aquatic applications. OBS was first developed by D&A 

Instruments (Downing et al. 1981; Downing 1983) to measured sand transport in the surf 

zone about 25 years ago (Downing et al. 1981; Jaffe et al. 1985; Beach and Sternberg 

1988). Many OBS designs have evolved since then but their basic principles are the 

same: A light source illuminates the water field and the photodetectors in the sensor can 

convert the light scattered from the water sample to photocurrent. The amount of 

photocurrent depends mainly on the illuminated area of the particles; hence provide an 

indirect estimate of suspended sediment concentration (Downing 2006). 

 

Compared to direct bottle sampling, OBSs have several advantages because  
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1. they are compact, less intrusive and can measure sediment concentration close to 

the bed.  

2. they are usually operated at a sampling frequency as high as 2-5 Hz and can 

provide detailed time-evolution of suspended sediment and interaction with 

carrier turbulent flow. 

3. many of them can resolve 100 µg/l change in suspended sediment concentration 

(Downing 2006). 

4. and some of them can measure concentration as high as ~100 g/l when properly 

calibrated.  

 

Because of these advantages, OBS has become a standard measurement technique for 

TSS in the fluvial environment (Lewis 1996; Schoellhamer and Wright 2003), sandy 

beaches (et al. 1985; Beach and Sternberg 1988), estuaries (Fugate and Friedrichs 2002; 

Schoellhamer 2002) and continental shelf that has significant amount of cohesive 

sediment (Kineke and Sternberg 1992). 

 

 The fiber optics technology was introduced in the early 90s’ to the development 

of OBS. In fiber-optics OBS (FOBS, Beach et al. 1992), the bulky light emitters and 

detectors are replaced with fiber optics. Each sensor becomes much smaller and allows 

concurrent measurement of concentration profile with as small as 5-mm interval. FOBS 

has been widely used to measure suspended sediment concentration under energetic 

waves in the coastal community. Fig 7 presents the results of concurrent measurement of 

wave elevation, flow velocity, turbulence kinetic energy (using ADV), and suspended 

sediment concentration at three elevations above the bed during a proto-type scale 

laboratory campaign CROSSTEX (CROss-Shore Sediment Transport EXperiment) at O. 

H. Hinsdale Wave Laboratory (Scott et al. 2006), Oregon State University. Suspended 

sediment concentration profile is measured using FOBS with sampling frequency 4 Hz 

and vertical interval 1cm. There is a strong correlation between suspended sediment 

concentration and turbulence kinetic energy (some of them are due to breaking wave 

turbulence approaching the bed) at different levels in the water column. The compactness 
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and high resolution of FOBS have made it an effective tool to study sediment transport in 

dynamic environment.  

 

 
 

Fig 7: Concurrent measurements of free-surface elevation, near-bed velocity, turbulence kinetic 

energy (using ADV) and suspended sediment concentration (using FOBS) during CROSSTEX 

experiments. There is a strong correlation between breaking wave turbulence kinetic energy (3-5 

panels) and suspended sediment concentration (lower three panels).  

 

 

 The backscatter signal obtained from OBS must be calibrated in order to obtain 

reliable concentration reading. Downing (2006) reports the effects of sediment 

concentration and sediment characteristic on the OBS backscatter signal. As expected, 

the change of light scattering caused by suspended sediment concentration (SSC) is most 

significant as compare to variation of sediment size, shape and NIR reflectivity. Downing 

(2006) estimates that if we consider OBS backscatter response to SSC as O(1000), then 

its response to size is O(100), shape is O(10) and NIR reflectivity is O(10).  Hence, for 

non-cohesive sediment with more or less uniform size distribution, OBS can be very 

effective. For natural sediment (except at some sandy beaches), non-uniform grain size 

distribution is inevitable. Hence, in-situ sample must be taken to generate calibration 
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curve for OBS, such that the size distribution, shape and NIR reflectivity can be 

reproduced in the laboratory. For cohesive sediment, OBS must be used with care 

because of the flocculation/disaggregation processes that dynamically change the floc 

size according to sediment concentration and flow turbulence (e.g., Winterwerp 1998; 

Son and Hsu 2007). For cohesive sediment, such as fluid mud processes, in-situ bottle 

samplings at adjacent location of OBS are usually taken concurrently to generate a 

complicated calibration curve (Kineke and Sternberg 1992, see also Fig 9).  

 

 One of the great features of OBS is that for approximately uniform-sized sand 

with concentration smaller than about 50 g/l (5g/l for mud), the relation between 

backscatter intensity and sediment concentration is more or less linear (see Fig 8). Such 

straightforward relation allows reliable and simple calibration of OBS for most of the 

practical applications. OBS can also be used to measure higher concentration if 

comprehensive calibration is done. Kineke and Sternberg (1992) conducted a full range 

OBS response calibration using about 500 in-situ samples taken during a large 

experimental campaign to measure fluid mud in a tidal-dominated environment at 

Amazon shelf. They find that when mud concentration is greater then about 6 g/l, light 

attenuation becomes the dominant process causing backscatter signal to peak sharply and 

become flatten around 10~36 g/l. Further increasing SSC, the OBS signal decrease 

exponentially. A full range of OBS output versus sediment concentration as high as 350 

g/l can be obtained (see Fig 9). In conclusion, OBS measurement can be very robust 

when supplemented with comprehensive in-situ sampling to generate calibration curve.  
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     (a)                                                             (b) 

  

 

 

 

 

 

 

Fig 8: Examples of OBS calibration for (a) sand (non-cohesive sediment; Scott 2006) and (b) 

fluid mud (cohesive sediment, Traykovski et al. 2000). For sediment of mass concentration below 

5g/l the calibration curve is more or less linear. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 9: Full range of calibration curve for mass concentration up to 350 g/l. Sediment is of fluid 

mud (cohesive sediment) measured at Amazon shelf (Kineke and Sternberg 1992). 
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3.2 Acoustical Technique 

Optical techniques are currently more commonly used than acoustic techniques to 

measure suspended sediment. However, some believe that the potential of acoustics may 

be significantly greater. As review by Thorne and Hanes (2002), the acoustic technique is 

truly non-intrusive with very high temporal and spatial resolutions compared to optical 

techniques. Moreover, because the flow velocity, turbulence and bed morphology in an 

experimental campaign are already measured by acoustic instruments, it is extremely 

convenient if suspended sediment concentration can be also measured reliably using the 

same acoustic instrument.  

 

 When an acoustic pulse propagates down toward the bed, a portion of the acoustic 

energy is backscattered by the suspended sediment while the major portion of the 

acoustic energy is returned from the bed with a stronger echo. Similar to OBS, the 

backscatter signal has the potential to provide information on profiles of suspended 

sediment concentration with sufficient spatial and temporal resolution (Lee and Hanes 

1995). In the field experiment, it is very convenient to be able to obtain both the bottom 

bathymetry and suspended sediment concurrently using one instrument especially for 

monitoring bedform evolution (Traykovski et al. 1999), or rapid consolidation near 

estuarine turbidity maximum (Traykovski et al. 2004).  

 

 Acoustic current Doppler profilers have been widely used to measure flow 

velocity in the field. Despite ADCP is not designed to measure acoustic backscatter 

intensity accurately, it is possible to relate backscatter intensity to suspended sediment 

concentration (Holdaway et al. 1999; Souza et al. 2004; Hoitink and Hoekstra 2005). 

Merckelbach (2006) conduct field experiment aiming at calibrating ADCP for sediment 

concentration using OBS and traditional water samples. A random phase acoustic 

backscatter model (Thorne and Hanes 2002) is usually used to estimate the sediment 

concentration from the backscatter signal. However, recently Merckelbach (2006) find 

that the random phase acoustic backscatter model can over-predict suspended sediment 

concentration by factors up to 60 when carrier current intensity is grater than about 0.7 

m/s. Merckelbach (2006) suggests that such enhancement of sediment concentration at 
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high current velocity is due to local clustering of suspended sediment by turbulent 

coherent structure and propose a new backscatter model. However, the interaction 

between fine particles and turbulence is a dynamic process that in turn depends on 

sediment size, density, concentration and turbulence level. It certainly requires more 

future work to make ADCP a more reliable tool for measuring suspended sediment 

concentration.  

 

3.3 Summary  

Sediments at District’s hydraulic structure are non-cohesive and hence 

flocculation/disaggregation is not of major concern. This also suggests reliable 

performance of OBS can be expected. However, in-situ bottom sampling remains 

required to produce reliable calibration curve for OBS. It is recommended that the in-situ 

sampling must be taken at least once at a given site for selected locations downstream of 

S65A. The resulting calibration curves may be used later for similar locations. The 

District already has abundant experiences in using ADCP to measure flow velocity and 

bed bathymetry in the river. Therefore, it is also extremely useful if the backscatter signal 

can be used to estimate suspended sediment concentration. Thorne and Hanes (2002) 

suggest that in order to ensure the accuracy of acoustic techniques, they shall be used at 

least initially in conjunction with the optical technique for calibration purposes. 

Merckelbach (2006) has also used standard OBS approach concurrently with ADCP to 

evaluate and calibrate the accuracy of ADCP backscatters.  

 

 It is recommended here that OBS (or FOBS) can be used to measure suspended 

sediment concentration with sufficient in-situ bottle sampling to generate reliable 

calibration curve. In the mean time, ADCP backscatter signal can be recorded and 

calibrated against in-situ sampling and OBS results. After several trial-and-errors 

processes, the ADCP may become reliable tool for the District to measure suspended 

sediment concentration.  
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4 Modeling Approaches 

One of the major goals of the experimental campaign is to further develop predictive 

approach for scour downstream of hydraulic structure that may be applied to other similar 

sites with minor modification or calibration. For this reason, a modeling approach based 

on physical properties and processes of erosion must be developed. Based on dimensional 

analysis, one can propose empirical or semi-empirical formula to predict scour depth 

based on bulk flow and sediment quantities. This approach is simple and efficient. 

However, its accuracy is often site-specific and requires comprehensive calibration on 

empirical coefficients because some of the critical processes involved in scour problem 

are not explicitly incorporated but implicitly parameterized. A more general and possibly 

reliable approach is the process-based analysis. However, process-based approach 

requires more detailed information of the physical processes themselves, which shall be 

provided by detailed field data and small-scale numerical models. In this chapter, both 

bulk erosion formula and process-based analysis are briefly discusses based on the data 

available from the field experiment and small-scale numerical models.  

 

4.1 Bulk Erosion Formula 

The measure results obtained from the Phase I and II experiments can be used to evaluate 

and calibrate empirical formulae for bulk erosion depth that is appropriate for S65A or its 

similar type. As summarized in Hsu et al. (2006), using dimensional analysis one may 

obtain similar nondimensional parameters for erosion downstream of a spillway of high 

dam, or erosion downstream of sluice gate. Therefore, field data obtained at the specific 

site can further help to provide more information on a specific erosion problem. Our goal 

here is to obtain a formula with appropriate empirical coefficients that is suitable for 

District's S65A using dimensional analysis, published literatures and actual flow and 

erosion data obtained from the field campaign. 

 

 Scour induced by low head structures such as gates and low dams has been 

investigated by many researchers. Many studies concerns mainly about maximum 

equilibrium scour depth and few recent studies focus on the flow, scour characteristics 
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and the temporal evolution of scour (e.g., Dargahi 2003). Using dimensional analysis, the 

resulting nondimensional parameters may be similar for overflow and underflow cases. 

However, in reality the corresponding scour depth can be quite different. In general, the 

overflow case can cause larger scour due to the jet flow directly impinging onto the 

streambed (Aderibigbe and Rajaratnam 1996). In some studies, the suggested formulae 

are applicable to both underflow and overflow conditions with two different set of 

empirical coefficients. A comprehensive review on the bulk erosion formulae 

downstream of spillway and gate-control structure can be found in the preliminary study 

report of Hsu et al. (2006). Here only few of them more relevant to S65A are discussed. 

  

 Many of the earliest empirical formulae are not based on dimensional analysis 

principles and hence the resulting empirical coefficients are dimensional. It is less likely 

that these formulae can be directly applicable to S65A due to the range of calibration in 

flow condition, sediment properties and shape of the spillway. Hence, only one of these 

formulae is shown here for the sake of completeness. Eggenberger (1944) proposes an 

erosion formula downstream of a gate for both underflow and overflow conditions: 

 

0.5 0.6 0.4

90o
Z Z CH q D

−+ =      (3) 

 

where Z is the scour depth, Zo is the tailwater depth, H is the head difference between 

upstream and downstream, q is flow discharge per unit width, and D90 is used to 

characterize the sediment size in millimeter (but all the other quantities are in meter) and 

C is an (dimensional) empirical constant that depends on the ratio of the underflow to the 

overflow discharges, being 22.8 when the underflow is zero. 

 

 Bormann and Julien (1991) propose a local scour equation downstream of grade-

control structures (see Fig 10):  
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where Dp is drop height of grade-control structure, g is the gravitational acceleration, U1 

is jet velocity entering tailwater ( 1 2U gH= ), ∆  is relative density of sediment, θ  is jet 

angle near surface, and Kb is an empirical coefficient related to the jet angle θ  and the 

angle of repose, 25° ( ( )
0.821.8 sin 25 / sin(25 )

b
K θ= ° ° + ). 

 

 

l
 

 

Fig 10: Schematic description of local scour downstream of grade-control structure. Following 

Bormann and Julien (1991). 

 

 Dargahi (2003) proposes an empirical equation for scour depth downstream of 

spillway based on nondimensional parameters (see Fig 11): 

 

1/ 4.5
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=  

 
     (5) 

 

where ho is operating head. D50 is used to characterize the grain size. Based on his 

laboratory experiment, this scour depth is measured at the centerline of channel. 
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Fig 11: Schematic description of spillway laboratory experiment conducted by Dargahi (2003).  

 

 From the literatures, there are many studies focus on empirical scour formulae 

due to flow under gates with/without bed protection. The introduction of the gate gives 

another relevant length scale, which is the gate opening (or it can be interpreted as 

characteristic length scale of jet opening width). Because the flow at S65A is control by 

the gate, these formulae are also considered here. Altinbilek and Basmaci (1973) propose 

an equation for scour depth due to flow under a vertical gate. The scour is essentially 

caused by the action of horizontal submerged jets: 

 

1
1

50

tan 40
y Fr

Z y
D

 
= °  

∆ 
     (7)  

 

where 1y  is thickness of the jet at the vena contracta (m) and Fr is Froude number 

0.5

1 1/( )Fr U gy= , with 1U  the jet velocity. Breusers and Raudkivi (1991) propose an 

equation for fully developed submerged horizontal jet 
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where *.cu  is the critical bed shear velocity, defined as *. 50c cu gD= Ψ ∆ , with 
c

Ψ  the 

critical Shields parameter. Both equations (7) and (8) follow the dimensional analysis 

principle. 

 

 Recently Dey and Sarkar (2006) suggest a scour equation downstream of an apron 

due to submerged horizontal jets issuing from a sluice opening (see Fig 12). This 

equation is base on dimensional analysis and empirical coefficients determined from field 

and laboratory data: 

 

0.94 0.37 0.16 0.25

502.59 ( / ) ( / ) ( / )
o o

Z F l b Z b D b
−=      (9) 

 

where b is a sluice gate opening, l is an apron length, and Fo is the Froude number 

( 0.5

1 50/( )U gD∆ ). Many length scales are involved in this case and they are normalized by 

the gate opening b.  

 

 Sluice gate

 

Fig 12: Schematic description of local scour downstream of sluice gate with apron. Following 

Dey and Sarkar (2006). 
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 Examining all these formulae presented here (also those in Hsu et al. (2006)) we 

can see that some sort of Froude number is utilized to characterize the flow intensity. In 

some cases, the sediment properties (immersed weight and diameter) are used for the 

characteristic velocity scale in the denominator to calculate the Froude number. Such 

formulation is plausible (e.g., Pagliara et al. 2006), because the Froude number becomes 

the ratio of destabilizing force due to flow and the stabilizing force due to the immerse 

weight of sediment. Gate opening is often used as a characteristic length scale. However, 

when gate opening is not considered at one of the parameters, the grain size or head 

difference is often used as the length scale for normalization. As reviewed by Hsu et al. 

(2006), other potentially important factors, such as tailwater depth (this is also related to 

overflow and underflow condition), sediment sorting shall also be considered if 

necessary. Detailed study reported by Pagliara et al. (2006) can provide a good guideline.    

 

4.2 Process-based Analysis  

Hsu et al. (2006) review typical predictive approach for scour around bridge pier. There 

are several process-based methods in the literature. For example, the SRICOS method 

(Briaud et al. 1999) originally developed for predicting scour of cohesive soil around 

bridge pier is shown to be successful in calculating scour evolution due to multiple 

storms. Even though the erosion problem considered here is different from that modeled 

by SRICOS, some basic process-based modeling strategy are similar and can be 

summarized as follow: 

I. Estimating maximum shear stress at the beginning of the scour process 

(bathymetry before the scour occurs): In our case, this can be carried out based 

on field measurements or large-scale numerical modeling of river flow (e.g., the 

computational domain covers 1 km upstream and downstream or S65A using 

EFDC or other available river models).  

II. Using the estimated maximum shear stress to further estimate the initial 

erosion rate: Such calculation requires detailed understanding on the mechanics 

of sediment transport. In general engineering applications, samples can be taken 

from the site and carry out erosion tests in a laboratory apparatus. From a science 
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point of view, recent developments of small-scale numerical model for sediment 

transport can be utilized to calculate total sediment transport rate under a given 

bottom shear stress (or time-dependent bottom stress evolution). 

III. Estimate maximum scour depth and scour depth temporal evolution based 

on initial erosion rate: The final product coming out of such process-based 

erosion study is a formula (or curve) that related scour-depth and time. The right-

end of such curve is the maximum equilibrium scour depth. It has been shown in 

the literature that the shape of such curve can be parameterized well by the initial 

erosion rate (or initial scour depth) obtain in II. The actual expression of this 

relationship shall be obtained from the field observed data along with guideline 

provided in the literatures.  

 Hence, a complete process-based analysis requires several major components in 

field experiments, laboratory tests, and numerical modeling in different scales. The field 

campaign and data obtained in this initiative may provide the most important element for 

the District to pursue a long-term process-based initiative. On the other hand, without a 

much broader initiative, we can also benefit from the existing progress in numerical 

modeling and experimental techniques to move toward a complete process-based 

analysis. 

 

 The step 2 discussed above requires estimate of transport rate according to given 

bottom stress. Conventionally, empirical formulae are used based on laboratory 

experimental data (e.g., Meyer-Peter 1947; Bagnold 1966). Detailed modeling approach 

is not very useful to predict the total transport rate because most models adopt dilute 

suspended load sediment transport assumption and require parameterizations on bedload 

transport and pick-up function (van Rijn 1981). The processes are even more complicated 

when transient flow forcing is considered.  

 

 Recently, a two-phase flow model for non-cohesive sediment transport is 

developed and validated with experimental data for energetic flow condition (Hsu et al. 

2004; Hsu and Hanes 2004; Amoudry et al. 2007). Utilizing the two-phase equations with 
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the a two-equation turbulence closure that explicit incorporates the turbulence modulation 

due to the presence of sediment and granular stress closure due to intergranular 

interactions, the numerical model is able to calculate sediment transport from the porous 

bed, to concentrated regime of transport and to the dilute suspension regime. Hence, the 

model is able to calculate time-dependent total sediment transport rate without priori 

assumption on bedload and suspended load.  

 

 The model calculates boundary layer sediment transport with two sets of coupled 

mass and momentum equations for fluid and sediment (Peirano & Leckner 1998) in a 1D-

vertical water column to allow efficient numerical calculation of wave and current 

forcing over a timescale of few minutes (~1 hours CPU time). Closures of particle 

stresses (Jenkins & Savage 1984) due to binary collision (dominant when sediment 

concentration < random-loose-packing) and enduring contact (dominant when 

concentration > random-loose-packing) are incorporated. The fluid-solid-like behavior of 

the packed-bed is determined by a Coulomb Failure Criterion. Flow turbulence and 

turbulence-sediment interactions (e.g., the effect of sediment on damping the flow 

turbulence) are calculated by a two-equation k-ε closure (e.g., Elghobashi & Abou-Arab 

1983).  

 

 Fig 12 shows the model results for sand transport (ρ=2650 Kg/m
3
, d=0.21 mm) 

driven by a steady current (in the numerical model this is established by a prescribed 

horizontal pressure gradient, which can be translated from given energy slope). The total 

water depth (thickness of computational domain) is 12 cm but only the lower 6 cm are 

shown here. Based on the bottom stress, grain size and density, the calculated Shields 

parameter is about 1.05, which represents a rather energetic transport mode, called sheet-

flow. Fig 13(a) shows the model results for boundary layer velocity and turbulent 

intensity (defined as square-root of turbulence kinetic energy). Fig 13(b) shows the model 

results for concentration profile (yellow portion surrounded by black curve). Notice that 

the model is able to predict settled bed (z<1cm) with concentration around 60% and 

subsequent concentrated transport dominated by particle intergranular stress (see Fig 
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13(c) red-dotted curve, 1cm<z<1.2cm) and more dilute regime of transport (z>1.2cm) 

dominated by turbulent stress (see Fig 13(c) blue curve).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 13: Two-phase model results for sand transport (density ρ=2650 Kg/m
3
, diameter d=0.21 

mm) driven by a steady current (Shields parameter ~1.06). (a) Flow velocity (blue curve) and 

turbulent intensity (red-dashed curve) (b) Sand volume concentration (black and yellow portion) 

and sediment horizontal flux (red-doted curve) (c) Fluid stresses (turbulent Reynolds stress + 

viscous stress; represented by blue curve) and particle (intergranular) stress (red-dotted curve).  

 

 Conventionally, sediment transport is modeled as bedload and suspended load. 

When modeling suspended load, bottom boundary condition for sediment flux must be 

parameterized empirically or semi-empirically. One of the unique feature of this two-

phase model is that it resolves the total load in the bottom boundary layer and do NOT 

require bedload-suspended load assumption as priori. If we look at the sediment 

horizontal flux (Fig 13 (b) red-dotted curve), we observe most transport occurs within the 

first 1~2 cm near the bed. Sediment may be suspended higher when the flow is more 

energetic (i.e., higher Shields parameter).  

 

(a) (b) (c) 
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 In the present experimental campaign, measured near bed flow velocity using 

ADCP can be used to drive the two-phase model. Then, the model is able to calculate 

near-bed sediment concentration and velocity profiles in the boundary layer and hence 

the total sediment transport. As mentioned before, given maximum bottom stress in the 

initial scour regime, it is necessary to estimate the total transport rate to further predict 

the temporal evolution of scour depth and maximum equilibrium scour depth.  

 

 This two-phase model has been validated with several laboratory experimental 

data sets measured under oscillatory velocity for coastal application. However, detailed 

model-data comparison for steady river flow in the field condition has never been carried 

out. Therefore, to further apply the model for fluvial application, it is extremely useful to 

utilize measured suspended sediment concentration and bedload transport rate to validate 

the numerical model. 
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5 Conclusions and Recommendations  

In order to adopt a comprehensive approach to study erosion downstream of District’s 

hydraulic structure, it is essential to integrate the field experimental efforts with modeling 

strategies. Certainly, the planning of a field experimental campaign shall allow the 

measured data itself to be sufficient to understand the critical problems. However, it is 

also important to design a field experiment such that the measured data can be further 

utilized to develop process-based modeling approach. Such integrated efforts are not only 

of research values but also beneficial to the long-term predictive and mitigation capability 

of the District.     

 

 Based on a literature survey carried out in FY06 (Hsu et al. 2006) and subsequent 

many discussions with the District scientist along with a preliminary experiment at S65A, 

a 2-phase experimental campaign before and after a flooding event is recommended (see 

Section 2 for details). In both pilot and major experiments, researchers shall carry out 

complete bathymetry survey and flow velocity profiling. Suspended sediment 

concentration and bedload transport shall also be measured during the pilot experiment 

(Phase I) with emphasis on training for using OBS and ADCP backscatter signal and in-

situ sampling (see Section 3). The Phase II of the field experiment will be carried out at 

the same spillway (S65A) immediately (~ few days) after the first storm encountered 

following the pilot experiment This major experiment will be established based on results 

and experiences learned from Phase I. Essentially, all the quantities that are measured 

during Phase I shall be measured at similar locations (with even higher resolution at 

selected locations) in order to compare the difference due to flooding. A more complete 

measurement on suspended sediment concentration and bedload transport will be 

conducted. The primary goal of Phase II is to not only understand the bulk erosion 

problem as an engineering problem but to also investigate the mechanisms controlling the 

scour process and their relatively importance. This will allow us to further improve upon 

the existing scour formulae with new process-based approach. Detailed transect 

description and measurement tasks are summarized in Table 1 and Fig 6. Furthermore, 

experiences learned from this experimental campaign at S65A can be further utilized to 
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study other spillway sites, such as S65E and S65C, in which significant scour 

downstream of hydraulic structure has endangered the structure stability. 

 

 To make this experimental plan more complete, Section 3 reports a brief overview 

on the capability and limitation of Optical Backscatter Sensor on measurement suspended 

sediment concentration along with a comparison with the acoustic technique. Section 4 

summarize the modeling approaches that can be benefited from the proposed field 

experiments, which includes the development a bulk erosion formulae appropriate for the 

District’s spillway and a framework of process-based study for erosion downstream of 

hydraulic structures.  
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1. INTRODUCTION 

 

 A number of flow control structures in the South Florida Water Management 

District (SFWMD) are culverts with geometry that vary in length, cross-sectional shape, 

approaching flow condition, and entrance control. Existing flow ratings for flow through 

culverts are appropriate for flood control purposes. However, for culverts with 

asymmetric approaching flows and complex geometries, the flow is highly three-

dimensional and these algorithms become less satisfactory. 

 

 The overall goal of this project is to study the hydraulics of complex flows at 

District culvert controlled structures by Computational Fluid Dynamics (CFD) modeling. 

We plan to focus on the simulation of steady, turbulence-averaged flow through (a) gated 

culverts with circular and cross sectional barrels, (b) gated culverts with circular barrel 

and inlet control weirs, and (c) gated culverts with rectangular barrel with and without 

approach canal under symmetric and asymmetric approaching flow. The work includes a 

comprehensive literature survey, data gathering (i.e., geometric, flow, stage and 

operational data) for at least three structure types, CFD model evaluation and selection, 

CFD verification with field and laboratory measured data, and data analysis and 

reporting. The expected results of the study are to characterize the energy-, momentum-

flux and pressure distribution correction coefficients as a function of mean flow 

quantities in a dimensionless manner based on the distribution of velocity and pressure at 

the selected sites under representative stage, flow, and operation conditions. We are then 

able to assess how these coefficients affect the discharge coefficients of the integrated 

one-dimensional flow rating algorithms for flows induced by head differentials larger 

than or equal to about ~0.03 ft. 

 

 During FY06, we have conducted a literature survey on CFD modeling for 

turbulent flow and existing rating algorithms for culverts. We concluded that it is feasible 

to conduct a comprehensive CFD modeling study for flow through culvert structures 

using Reynolds-averaged approach in order to provide improved empirical coefficients 

for rating algorithm based on distributed approach. The accuracy of the specific 

turbulence closure scheme will be validated with selected field/laboratory data and results 

from Large-eddy simulation (LES) for few limited cases.  

 

In this report, we document our effort on data gathering and scenario selection. After 

fruitful discussions with District’s scientists, we adopt a novel approach in this study 

based on an integration of CFD and distributed approach analyses (Gonzalez 2005). In 

the distributed approach, the rating is derived from basic hydraulic principles by 

accounting for all the form and surface resistance in the culvert system (Gonzalez 2005). 

Previously, developing a rating based on distributed approach is difficult because all the 

form-friction and head-loss coefficients are not concurrently available in the literature 

and direct measurements on the flow field within each hydraulic component are also 

tedious. On the other hand, once a CFD model is appropriately validated, it can be used 

effectively to calibrate various form-friction and head-loss coefficients.  

 



This report is organized as follows. After a discussion on the Distributed-CFD 

methodology (section 2), we report a survey of the existing experimental studies on 

culvert hydraulics and general hydraulics of open-channel gated flow, which allows for 

identifying available experimental data for CFD model validations and benchmark tests 

(section 3.1). In addition, actual representative sites, structure’s geometry and available 

field measurements conducted by the District will be discussed. Possible scale effects and 

complexity at the field site that may not be captured by the model validation with 

laboratory data are assessed. We will also examine the appropriate CFD methodology 

that is most appropriate for direct model comparison with the field data (section 3.2). 

Finally, detailed scenario selection plan from both low flow to flooding conditions are 

put forward (section 4). This scenario plan shall be the guideline for subsequent study on 

using validated CFD model as a tool to generate a complete rating based on distributed 

approach. This report is concluded in section 5. 

 

2. CFD MODEL STUDY STRATEGY  

 

Figure 1 illustrates a gated culvert with weir-box inlet operating under pressurized 

flow conditions. Following Gonzalez (2005), the rating expression in a distributed 

approach is derived from basic hydraulic principles by accounting for all the form and 

surface resistance  
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where h1 and h4 are the water level at upstream and downstream of the culvert, vi 

represents the cross-sectional averaged flow velocity at different location of the culvert 

system, kent is the entrance loss coefficient, kg the gate loss coefficient, kd the change of 

direction loss coefficient, hlexit is the exit head loss, and hf2-3 the friction loss in the culvert 

barrel between sections 2 and 3. 

 

 

 
Figure 1 Definition sketch of pressurized flow through gated culvert with weir-box inlet. 

Adopted from Gonzalez (2005). 

 

 



The loss coefficient due to friction in the pipe can be approximated by dimensionally 

homogeneous Manning’s formula suggested by Yen (1992): 
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Although equation (2) is based on a general Manning’s formulation, its implementation is 

more specific. The roughness coefficient Kn should be taken from the table presented in 

Yen (1992).  

 

The exit loss is estimated as flow experiencing sudden increase in the cross section and is 

calculated based on Bodhaine’s assumption. In other words it is taken as the head 

difference between sections (3) and (4), i.e.  
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After manipulating equation (1) with the use of equation (3) and (4) we obtain the 

following formula for calculating flow rate:  
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where Ae is the cross section area of the flow entrance, Ab is the horizontal cross-section 

area of the box, A3 is the cross-sectional area of section (3) and finally A0 is the cross-

sectional area of the culvert. Equation (5) is a detailed expression for flow rate in the 

culvert system as it contains all the loss coefficients. However the values of these loss 

coefficients (i.e., kent, kd, kg) and their dependence on flow conditions do not exist in the 

culvert flow literature. Therefore, at present equation (5) cannot be used as an operational 

tool for flow rating.  

 

 With the assistance of computational fluid dynamics (CFD), this problem can be 

at least partially resolved. The energy loss is mainly caused by the turbulent vortical flow 

structure generated in the flow field at different hydraulic component (see figure 1 and 2) 

in the culvert system. The numerical solutions of the Reynolds-averaged flow field 

calculated by CFD yield turbulent kinetic energy (TKE), turbulent dissipation rate, and 

mean flow kinetic energy. Hence by resolving the flow field using CFD, it is possible to 

quantify the head loss coefficient due to different hydraulic components in the culvert 

system (e.g., weir, gate and exit) and to also determine the location where most 

dissipation takes place. Because Reynolds-averaged turbulence closure models 



incorporate several model assumptions, they are not free of errors. In general, it is 

necessary to study these turbulent flow quantities through detailed laboratory 

measurements using high resolution sensors, such as ADCP, LDV, PIV or to simulate the 

turbulent flow using Direct Numerical Simulation (DNS) or Large-eddy Simulation 

(LES). At present, DNS (or LES) cannot be applicable for high Reynolds number due to 

its computational expense. Because of such constraints, the use of Reynolds-averaged 

closure models with careful model validation using existing laboratory data remains 

to be the most feasible option to study energy loss of the flow around hydraulic 

structures.   
 

 It should be mentioned that the flow in Figure 1 is a special case (simpler case) as 

the flow is pressurized. However, there are cases in which the flow is controlled by the 

weir (see figure 2) and the flow in the culvert is of an open channel flow depending on 

the downstream boundary conditions and the inflow rate. For open channel flow, the free 

surface evolution becomes part of the solution of the CFD model. In the implementation, 

the free-surface evolution can be calculated via different free surface tracking schemes in 

FLUENT
©

, such as volume of fluid (VOF) method.  

 

 

 
Figure 2 Definition sketch of inlet-weir controlled pressurized flow through gated  

culvert with weir-box inlet. Adopted from Gonzalez (2005). 

 

 

 In this study, we adopt a methodology based on an integration of distributed 

hydraulic loss analysis (Gonzalez 2005) and CFD modeling using FLUENT
©

. The 

distributed approach for pressurized flow through gated culvert (see figure 1) provides 

flow rate formula such as that shown in equation (4). A unique characteristic of the 

distributed approach is that the various causes of energy loss are already divided into 

different hydraulic components, such as weir, gate, and exit. In CFD analysis, it is also 

efficient to simulate each hydraulic component with high spatial resolution given 

appropriate upstream and downstream condition. The CFD model performance can also 

be accessed according to each hydraulic component using existing laboratory data. 

Finally, a series numerical experiment can be conducted to provide non-dimensional 

relationship for calculation of various loss coefficients.  

 



3. DATA GATHERING  

 

The performance of the CFD models will be evaluated by using data published in the 

literature and data gathered by the district. By performance we consider the highest 

possible accuracy within acceptable CPU time and turbulence closure assupmtion. 

Through model-data comparison with exiting published laboratory data, the optimum 

grid resolution, turbulence closure, and numerical scheme for different hydraulic 

component can be evaluated. These data will be helpful to determine the detailed free 

surface elevation and turbulent flow structure which play an important role in 

determining the energy loss and the corresponding empirical coefficients in the 

distributed approach. In the previous report we have also discussed about the 

shortcomings of the Reynolds-averaged turbulence modeling. By taking these concerns 

into account, the CFD models should be validated for typical flows condition that are 

likely to occur in the District’s culverts. Hence, the validation for the turbulent models 

should be done with respect to reliable and detailed laboratory measurements together 

with the field data gathered by the district for the culverts G304 and G306. In the 

following sections we will discuss possible laboratory data in the literature similar to 

the components of the District’s culverts. These components include weir, sluice gate, 

and the cylindrical culverts. Section 3.2 will discuss the feasibility of using field data for 

the evaluation of the overall culvert system.  

 

3.1 Laboratory Data  

3.1.1 Flow over Weirs  

 

Weir is the first hydraulic component of the flow through the District’s culvert structures. 

Depending on the inflow conditions, in low flows the weir controls the inflow rate 

(Gonzalez (2005)). Being a common control structure mostly used in irrigation, the 

studies on weirs mostly concentrated on the stage discharge relation. In other words, the 

discharge coefficient is determined without the detailed flow field analysis. However, 

there are several studies measuring various mean flow characteristics near the weirs. For 

example, Hager and Schwalt (1994) report the flow velocity, pressure distribution and 

free surface elevation for a broad crested weir for a series of experiments. Also A similar 

study has been done by Sarker and Rhodes (2004). They used FLUENT
©

 to model the 

free surface evolution as flow passing over a broad-crested weir with Reynolds stress 

model (RSM) for turbulence closure. However the velocity profiles together with other 

mean flow parameters are not compared in this study. 

 

 We have carried out a preliminary CFD flow analysis using different turbulent 

closure schemes to model flow around weirs measured by Hager and Schwalt (1994). 

Model-data comparisons for free-surface profile and flow velocities are presented in 

figure 3 and 4. The numerical model is able to predict the free-surface profile very well 

(Figure 3) regardless of two-equation scheme (RNG) or more detailed RSM scheme. 

Careful examination indicates that the RSM scheme (Figure 3a) predict slightly better 

free-surface profile than RNG scheme (Figure 3b). The prediction of flow velocity 



profiles at different location above the weir is more challenging. Overall, the numerical 

model using different turbulence closure scheme is able to predict the vortical flow 

feature as the flow passes the weir with similar skill. However, the model under-predict 

the sharp velocity gradient as the flow pass the sharp corner at the upstream side of the 

weir (Figure 4, x/H=0).   

 

 

  

 
Figure 3 Free surface profiles obtained using A) RSM and B) RNG models 

 

  

 Further flow analysis and full 3D simulation especially for RSM scheme is 

needed. This data set is also suitable to establish a benchmark test case using Large-eddy 

simulation (LES). As there are vortex formations at the forward and backward face of the 

weir, an evaluation of the vortical structures near the weir should be done (Wilhelm et al. 

2003). The importance of this stems from the fact that these structures are the main 

sources of the energy loss in the flow. On the other hand, if the overall goal is to calibrate 

the energy loss coefficient for flow rating as that shown in equation (4), it is also unclear 

to us how accurate these vortical structure shall be resolved and how sensitive is the 

resulting energy dissipation due to various turbulence closure scheme. These are future 

tasks that need to be investigated in more details. 

 



 
Figure 4 Streamwise velocity comparisons with experimental data  

 

3.1.2 Flow through Culverts  

 

There are different flow types through the culverts which are discussed by Yen (1986. pp 

6-7) in detail. These contain open channel flow in partially filled culverts and pressurized 

flow depending on the discharge and the downstream conditions of the flow. 

 

 In the literature there is little quantitative evaluation of the free surface flow in 

partially filled culvert flow. To the best of the authors’ knowledge there is no quantitative 

study of the turbulence characteristics of the partially filled free surface flow through the 

culverts. The related work for the free surface flow is reported by Ead et al. (2000). In the 

aforementioned study the free surface profile is measured for a series of experiment runs 

in a corrugated pipe channel. The velocity profiles and the secondary flow effects are 

clearly observed in the measured results. The flow transforms from a nearly constant 

head water supply at the inlet to a supercritical flow. Near the outlet, the flow turns into 

critical depth. These interesting observations are the main open channel flow features and 

are reported in Ead et al. (2000) (See Figure 5).  



 
Figure 5 Free surface elevation of the flow through circular corrugated culvert measured 

by Ead et al. (2000). 

 

 As we discussed in section 2 the flow through District’s culvert can be 

pressurized (without free-surface). Although there are plenty of studies on pipe flow, 

there is only one experimental study on this particular flow in pressurized culvert. Day 

(1997) conducted experiments to determine the turbulence characteristics of the flow at 

the culvert inlet. Hotwire anemometer was employed to determine the instantaneous 

velocity field near the culvert inlet. Turbulence statistics were measured and reported. 

These details may give us more information on the coherent structures which are formed 

near the inlet due to separation and hence a better understanding on the energy coefficient 

loss due to flow separation.  

 

 We believe that the experimental results of Ead et al. (2000) and Day (1997) are 

appropriate for evaluating the capabilities of the different turbulence closure models 

utilized in FLUENT
©

.  

 

3.1.3 Flow under Sluice Gates 

 

The flow through sluice gates has unique characteristics at the upstream section. Most 

existing studies so far concentrated on determining the discharge coefficient in order to 

estimate stage-discharge relation. Therefore, detailed flow structures are mostly not 

investigated. Rajaratnam and Humphries (1982) conducted laboratory experiments on the 



upstream of the gates. The importance of this work stems from its focus on the roller 

formed at the upper portion of the near gate. The lateral and vertical size of the roller 

gives the information on free surface and the flow characteristics. The correlation 

between the length of the roller in the streamwise direction and the opening size is also 

investigated. 

 

 Roth and Hager (1999) evaluated the discharge coefficient, velocity and pressure 

distribution of flow through sluice gate. In addition, the shock wave development is 

studied via a series of experiments with different flow condition. The velocity profiles 

and the velocity distribution over the flow field were reported. There is also a quantitative 

evaluation of the corner vortices developed near the gate corner (See Figure 6). The 

streamwise and transverse location of the vortex is then related to the relative gate 

opening and the aspect ratio of the gate section. This invokes the three dimensionality of 

the flow. It is unclear whether that these formations are intermittent and such coherent 

flow characteristics can be captured well by two equation closure models or even more 

complicated RSM scheme. Therefore, it is useful to simulate the sluice gate experiment 

of Rajaratnam and Humphrie’s (1982) for the validation of CFD model with various 

turbulence closure schemes. 

 



 
Figure 6 (A) A descriptive sketch for corner vortices that shows their locations of 

formation. (B) A high resolution photo shows its detailed pattern. Figures adopted from 

Roth and Hager (1999). 

 

3.2 Field Data 
 

A realistic condition in the field is composed of the combination of the components 

mentioned in the previous sections. Intuitively, the flow field for the District’s culverts 

contains flow features that may not be exactly identical to those studied in the separated 

components. This is because of the geometric configuration of the components and their 

possibly interaction with one another due to their co-existence in a realistic culvert 

system. Therefore independent evaluation of the loss coefficients might be slightly 

different from that in the actual configuration. Such uncertainties need to be assessed. 

 

 With the information discussed above, we believe that field data may be useful as 

it would contain more realistic flow features. However comparison between the field data 

and the turbulent model must be done cautiously. Direct model-data comparison might be 

misleading. Because the field conditions are dynamic and it may be difficult to 

incorporate realistic upstream/downstream boundary conditions for the CFD model. In 

addition, there are also uncertainties in boundary condition for turbulent kinetic energy, k, 



and the turbulent dissipation rate, ε. Despite these facts, the value of the field 

measurements cannot be disregarded and therefore shall be used to compare with CFD 

model results.  

 

4. SCENERIOS SELECTION 
 

There are different flow types existing due to three different hydraulic components 

affecting the flow. As it has been discussed in the previous report there are 76 different 

flow patterns possible in the District’s culverts (Ozdemir and Hsu 2007). However how 

many of these really take place within the range between the high and the low flows is 

unknown. For example it is not clear whether we often observe a submerged flow for the 

sluice gate. Similarly although from the field observations there is a pressurized flow in 

the pipe, this cannot be ensured with the only discharge data. 

 

 Also we should mention that there are different operation conditions for District’s 

culverts (Gonzalez, 2005). Sometimes gates of culverts G304A-J and G306A-J are partly 

closed, fully open or fully closed. This changes the flow patterns formed in the whole 

structure. Therefore there will be cases with different gate openings and their effects on 

the flow will be investigated. Consequently we hope the results will be illuminating for 

different gate operation and form a guideline for the operation.  

 

 Gonzalez (2005) also showed a site-specific discharge coefficient curves. In these 

curves the variation of the discharge coefficient with respect to dimensionless parameter, 

Ag/Ao which is the ratio of the gate opening area and the cross-sectional area of the 

culvert barrel, is observed. The aforementioned trend is observed for each culvert 

structure and the compiled data collected from each of the culvert structures. Based on 

these data there is a difference between separate evaluation and overall evaluation. This 

difference is emphasized when Ag/Ao is around 0.1. This invokes the idea that possible 

differences in the boundary conditions or slight changes in the geometry might have an 

impact in the flow field. The authors believe that this may hopefully be illuminated by 

CFD models.  

 

  We plan to first try the low and high flow scenarios. Based on the flow pattern, 

we are then going to try several possible inflow and outflow conditions. For each 

scenario will also analyze each component separately and determine the loss coefficients 

from CFD model results. Finally, we can evaluate the accuracy of the distributed 

approach for the District’s culverts.  

 

5. CONCLUDING REMARKS 

 

The CFD model, specifically the grid setup and turbulence closure scheme, is going to be 

validated with the experimental data available in the literature. Each component will be 

validated with respect to sluice gate, broad crested weir and the pipe flow. The flow 

around the weirs will be validated with the mean flow quantities such as flow velocity 



and the free surface profile presented in Hager and Schwalt (1994). Also the flow 

structures will be assessed with respect to the work by Wilhelm et al. (2003). Similarly 

the flow in the pipe shall be validated for pressurized and non-pressurized flow. The 

pressurized flow will be compared with the experimental study of Day (1997). The study 

of Day (1997) includes turbulent quantities such as turbulent intensity therefore we will 

be able to compare the flow field in rather details. Open channel flow in the pipe will be 

compared with the experimental results of Ead et al. (2002), specifically the free surface 

level and the velocity distributions. The flow around the sluice gates will be validated by 

the data reported by Rajaratnam and Humphries (1982). The main comparison will be 

made on the basis of velocity distribution. In each model-comparison, different 

turbulence closure models will be implemented and tested. Consequently we will have 

the chance to evaluate the accuracy of these closure models. 

 

 After CFD model validation and evaluation, the flow around each component of 

the culvert structure will be calculated following different scenarios condition provided 

by the District. The energy dissipation at each hydraulic component in the culvert will be 

integrated from the detailed model results of the turbulent flow. The aim is to calibrate 

various energy loss coefficient in the distributed approach used for the discharge 

evaluation and hence the rating curve. For this purpose, we will also conduct uncertainty 

test for overall energy loss based on different turbulence closure schemes. 

 

 We note here that the actual flow patterns might be quiet different from each of 

the isolated component. Therefore available field data will also be used for the CFD 

model comparison. However it should be also noted that the uncertainties in 

upstream/downstream boundary condition shall be considered cautiously.  

We will seek for a model-data comparison with the field measurements because CFD 

results will illuminate the flow pattern in the culvert and provide detailed flow 

information such as turbulent parameters of the flow, which is either impossible or very 

difficult to be achieved by field experiments.   
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Executive Summary 
 
This report summarizes the status and progress of the project, “Comparing NEXRAD 

Rainfall and Rain Gauge Data in South Florida Water Management District” 

supported by USGS 104B Grant administered by Water Resources Research Center 

(WRRC), University of Florida, and matching funds from South Florida Water 

Management District (SFWMD). The report also briefly discusses the 

methodologies, application of models and results based on the work completed under 

this project. One graduate student working for MSc. thesis and two undergraduate 

students are supported by this project. The progress of the work has been excellent so 

far and is in final stages of completion based on the scope of work defined for the 

project period year 2007-2008. The completed research work was presented at three 

international conferences and two proceeding papers were already published. Progress 

and status reports for the projects have been submitted to SFWMD which provided 

the matching funds for this study. 
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1. Introduction and Background 
 
The use of NEXRAD rainfall data for providing information about the extreme 

rainfall amounts resulting from storms, hurricanes and tropical depressions is 

common today. Often corrections are applied to this rainfall data-based on what was 

actually measured on the ground by rain gages (generally referred to as "ground 

truth"). Understanding and modeling the relationships between NEXRAD and rain 

gage data are essential tasks to confirm the accuracy and reliability of the former 

surrogate method of rainfall measurement. Traditional non-linear regression models 

in many situations are found to be incapable of capturing these highly variant non-

linear spatial and temporal relationships. This study proposes to investigate the use of 

emerging computational data modeling techniques and assess these functional 

approximation methods for this purpose.  

 

The project aims to understand and model the relationships between NEXRAD based 

rainfall data and the data measured by conventional rain gauges.  Main goals of the 

project are: 1) Analyze raw and transformed NEXRAD rainfall data and rain gage 

data and understand associations; 2) Compare the NEXRAD and rain gauge data at 

different spatial and temporal scales and 3) Develop and test inductive (data-driven) 

models using artificial neural network concepts to understand and model the 

relationship between RADAR and rain gage data. The study areas selected from 

Upper and Lower Kissimmee basins of south Florida form the test-bed for the 

proposed approaches and ensure the testing of the validity and operational 

applicability of these approaches. The proposed research is highly relevant and critical 

to a number of water resources management agencies (e.g. South Florida Water 

Management District) that currently use NEXRAD based rainfall data for modeling 

and management of day-to-day operations of water resources systems. The products 

derived from the proposed study are expected to be tested for real-time use of 

NEXRAD-based rainfall data at South Florida Water Management District. 
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1.1 Publications 
 
Two publications and one abstract are published in two prestigious international 
conferences. The following is the list of papers presented and published. Currently 
journal articles are being prepared for submission. 
 

1. “Characterizing Rain Gage-Radar (NEXRAD) Relationships using 
Inductive Modeling”, AGU Fall Meeting, Abstract Published, San 
Francisco, December 11, 2007 

 
2. “Evaluation of Functional Forms of Rain Gage - Radar (NEXRAD) 

Data Relationships”, ASCE, World Environmental and Water 
Resources Congress, 2008, Hawaii, published in CD ROM proceedings, 
8 pages. 

 
3. “Infilling of Rain Gage Records using Radar (NEXRAD) Data: 

Influence of spatial and temporal variability of rainfall processes”, 
ASCE, World Environmental and Water Resources Congress, 2008, 
Hawaii, published in CD ROM proceedings, 8 pages. 

 

1.2  Oral Presentations 
 

“Characterizing Rain Gage-Radar (NEXRAD) Relationships using Inductive 
Modeling”, AGU Fall Meeting, Abstract Published, San Francisco, December 
11, 2007 
 
“Evaluation of Functional Forms of Rain Gage - Radar (NEXRAD) Data 
Relationships”, ASCE World Environmental and Water Resources Congress, 
2008, May 14, 2008 
  
“Infilling of Rain Gage Records using Radar (NEXRAD) Data: Influence of 
spatial and temporal variability of rainfall processes”, ASCE, World 
Environmental and Water Resources Congress, 2008, May 13, 2008 

 

2. List of Students Supported by 104B Funding last year (2007) 
1. Mr. Delroy Peters, Graduate Student, Expected Graduate Fall 2008 

a. Dissertation Title: Characterizing Rain gage- Radar (NEXRAD) 
Relationships using Inductive Models 

2. Mr. Seth Morla, Undergraduate Student, Expected graduation Fall 2008 
(planning for Masters study at FAU in spring 2009) 

3. Mr. Luis Iturralde, Undergraduate Student, Expected graduation fall 2008 
(planning for Masters study at FAU in Spring 2009) 
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3. Project Status  
 
The progress of the project has been excellent with all the major tasks completed. Mr. 
Delroy Peters, a graduate student in the department of civil engineering, Florida 
Atlantic University, is currently working on this project. Few subtasks under the 
primary major tasks (see below) are completed with the help of two undergraduate 
students. Mr. Peters is currently writing his MSc. thesis and will graduate in September 
2008. 
 
The status of the major project tasks is given below: 
 
Major Task 1:  Data Collection, Review and Analyses for the Study  
 
Subtasks: 1.1   Review District’s Previous Data Analyses (completed) 1.2   Review 
NEXRAD and District Rain Gauge data (completed) 1.3   Evaluate Rain Gauge 
adjustment procedures and calibration (completed) 1.4   Review raw NEXRAD and Rain 
Gauge data (completed) 1.5  Conduct spatial analysis using GIS to separate data sets in 
the region (completed) 

   
Major Task 2:  Develop Methodologies to Compare NEXRAD Rainfall and Rain Gauge Data  
 
Subtasks: 1. Evaluation of Method of radar adjustment (completed) 2. Evaluation of 
non-reporting or erroneous gauge amounts during study period (completed) 3. 
Evaluation of radar gaps and coverage, and other artifacts affecting data consistency 
(completed) 4.   Evaluation of the effect of Standard rain gauges on the relationship 
between NEXRAD and Rain Gage data sets. (completed)5. Evaluation of extreme 
tropical rainfall events on the NEXRAD – Rain Gauge relationships. (completed) 6.     
Assessment of several non-linear or power relationships via data-driven modeling 
techniques to resolve wind errors that are related to extreme tropical 
events.(completed)5.Statistical performance of the radar rainfall estimates at the 
watershed and rain gauge scale (in final stages of completion) 6. Evaluation of 
consistency of improved data and improvement expected (final stages of completion) 
 

4. Description of Project Work  
 
The following sections describe the completed work along with methodologies and 
results. The work described is already published in ASCE international conference 
proceedings. The work will be submitted for peer-reviewed international journals 
later this year. 
 

 



WRRC 104B Project Status Report for 2007                                                Florida Atlantic University 
 

9 

4.1 Evaluation of Functional Forms of Rain Gage – Radar (NEXRAD) Data 
Relationships  

 
The use of radar (NEXRAD) estimated rainfall data for providing information about 
the extreme rainfall amounts resulting from storms, hurricanes and tropical 
depressions is common today. Often corrections are applied to the RADAR generated 
rainfall data-based on what was actually measured on the ground by rain gages. 
Understanding and modeling the relationships between RADAR and rain gage data 
are essential tasks to confirm the accuracy and reliability of the former surrogate 
method of rainfall measurement. Conventional regression models are often used to 
capture these highly variant non-linear spatial and temporal relationships. This study 
aims to understand and model the relationships between radar (NEXRAD) estimated 
rainfall data and the data measured by conventional rain gages.  This study proposes 
to investigate the use of emerging computational data modeling (inductive) 
techniques and develop optimal functional approximation methods for this purpose. 
The radar based rainfall data and rain gage data will also be analyzed to understand 
spatio-temporal associations. The study areas selected from upper and lower 
Kissimmee basins of south Florida form the test-bed for the proposed approaches and 
ensure the testing of the validity and operational applicability of these approaches.  
 

4.2 Introduction 
 
The study reported in the paper derives motivation from the need to understand and 
quantify the relationship between the RADAR based precipitation estimates and rain 
gage measurements. The quantification of this relationship is essential to check the 
quality of rainfall data. This task is possible by evaluation of RADAR and rain gage 
measurements independently and then against each other. The importance of such a 
check is confirmed by a recent state-of-the-art review of RADAR rainfall data use in 
urban drainage (Einfalt et. al, 2004).  The RADAR based rainfall data along with rain 
gage data provides many agencies (e.g. water management districts) with a spatial and 
temporal representation of rainfall variability. However, before this data can be used 
for operational purposes, the relationships between ground-based rain gage 
measurements and RADAR generated rainfall values must be first assessed (Skinner, 
2006).   
 
RADAR bias adjustment via a correction factor is often made to remove systematic 
errors. This process requires a thorough understanding of the RADAR and rain gage 
rainfall data. Several bias correction schemes and their impact on hydrologic 
predictions from simulation models are discussed by Vieux (2001) and Smith et al. 
(1996). Vieux and Bedient (2004) demonstrated that hydrologic prediction accuracy 
improved when a bias-corrected RADAR data was used in a distributed flood 
forecasting system. To improve the quantification of bias correction factors one needs 
(1) To understand if there a correlation between RADAR data and rain gage 
measurements; (ii) To develop models (inductive) which best describe RADAR based 
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rainfall measurements as a function of rain gage measurements; (iii) To understand 
the effect of spatial-temporal factors (e.g. length of sampling period, season, rain gage 
and RADAR measurement, etc.). 
 
Comparison of NEXRAD and rain guage data at different spatial and temporal scales 
is reported recently in several works (e.g. Vieux, 2001, Smith et al., 2005). Skinner 
(2006) developed linear and power regression equations between NEXRAD and rain 
gauge data. An analysis of correlation were performed on the NEXRAD and 
corresponding rain gauge data pairs over the four years of data to determine if a 
correlation existed between the two datasets.  Overall, it was found that significant 
correlations were present and as a result, the best-fit linear regression equation and 
power equation were preserved as potential models to describe the radar-rain gauge 
relationship. Correlations were also shown to improve in the dry season as opposed to 
the wet season. Performance of the linear and power relationships ( 9.09.0 xy =  where 
y is NEXRAD daily rainfall data and x is daily rain gauge data) was assessed and 
compared through the computation of root mean square error (RMSE) and through 
an analysis of residuals.  Results from the former reveal that, overall, the power model 
is comparable in performance to the linear model in describing the rainfall data, while 
outcomes from the latter conclude that the power function is able to effectively 
remove bias present in the data.  Therefore, the power relationship was selected as the 
superior model to describe NEXRAD rainfall data with respect to rain gauge 
measurements and is recommended for use at the SFWMD due to its relative ability 
to represent rainfall data at the origin and address bias (Skinner, 2006). 
 
The main objective of this study is to develop mathematical programming models for 
obtaining optimal functional forms that can characterize the rain gage and NEXRAD 
data relationships. The models used in the current study rely on data for the 
development of functional relationships. Therefore, these models are referred to as 
inductive (i.e. data driven) models. 
 
 
 

4.3 Methodology and Mathematical Programming Formulations 

 
Mathematical programming models using linear and non-linear formulations are 
developed. The formulations are aimed at obtained optimal exponents of a power 
model and also to obtain optimal functional forms using binary variables. The models 
along with constraints are discussed next. 
 
Model I 
 
 
   Minimize      (1) 
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         (2)  
 
         (3) 
 
         (4) 
 
 
Where, a and b are exponents, k and c refer to variable upper and lower bounds on the 

coefficients, m
iφ̂ is the estimate of NEXRAD data value, m

iφ  is the NEXRAD data 

value for the grid (2 km x 2 km), m
iθ  is the rainfall value observed on a given day and 

no is the number of observations used for obtaining optimal coefficients. 
 
Model II 
 
Formulation for model II is exactly similar to Model I with change in the objective 
function used for optimization. 
 
Minimize         (5) 
 
 
 
Model III 
 
Formulation for Model III uses the same objective function used in Model I with 
modifications to constraints and the nature of function selection. The selection is 
possible by use of binary variables.  
 
 
Minimize         (6) 
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Where, ak and bk are exponents or constants, k and c refer to variable upper and lower 

bounds on the coefficients or constants, m
iφ̂ is the estimate of NEXRAD data values, 

m
iφ  is the NEXRAD data value for the grid (2 km x 2 km), m

iθ  is the rainfall value 
observed on a given day, no is the number of observations used for obtaining optimal 
coefficients and y1…. yk are the binary variables. 
 

4.4 Artificial Neural Network Models 
 
The application of artificial neural networks (ANN) as universal function 
approximators has gained enormous interest in the hydrology and water resources 
research communities (ASCE, 2001a; 2001b). ANNs are data-driven approaches that 
rely on learning relationships between dependent and independent variables to predict 
the variables of interest. An ANN with two hidden layer and an appropriate number 
of neurons can approximate any continuous function. This ability has been confirmed 
using mathematical proofs that were provided independently by Cybenko (1989) and 
Hornik et al. (1989). Therefore, ANNs generally are referred to as universal function 
approximators. French et al. (1992) used a feed forward neural network with a back 
propagation training algorithm to forecast fields of rainfall intensity at a lead-time of 
1 hour using the current rainfall field as input. Navone and Ceccatto (1994) used an 
ANN model to predict summer monsoon rainfall over India.  A successful application 
of using ANN for estimating missing precipitation data recently was reported by 
Teegavarapu and Chandramouli (2005). In the current study ANN models are used to 
develop functional relationships among rain gage and NEXRAD data sets. The 
architecture used in the current study is a 2 hidden layer network using back -
propagation training algorithm. A best network architecture feature available with the 
software is used to train the network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1Typical structure of ANN model used in the current study 
 

 

Rain Gage/NEXRAD
NEXRAD/Rain Gage

Hidden Layers

Input
Output
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4.5 Case Study Application 
 
The mathematical programming and ANN models are tested on a real-life case study 
system in an area where the RADAR-based rainfall data is very critical for daily 
operation and management of water resources systems. The study areas selected are 
from Upper and Lower Kissimmee basins of south Florida. These areas formed the 
test-bed for the proposed approaches. NEXRAD rainfall data available over a 2 km by 
2 Km pixel size in the study area along with rainfall data from a network of 279 rain 
gages at different temporal scales (e.g. daily, season, etc.) are expected to be used for 
the developing functional relationships. Data from years 2002 -2005 are readily 
available for training and testing of ANN models. The case study area is also of 
particular interest to South Florida Water Management District (SFWMD) as many 
ongoing projects related to Kissimmee River restoration require rainfall data for use in 
hydrologic simulation models. Also, the occurrence of several extreme, tropical 
rainfall events provide another important reason for the selection of Upper and Lower 
Kissimmee River Basins. Three stations (referred to as station #1, station # 2 and 
station # 3) are used for the current study and these are: 1) station # 1(location: Avon 
Park, latitude:27 35 28; longitude: 81 31 07); 2) station # 2 (location: Basinger, latitude: 
27 24 13; longitude: 81 00 41); 3) station # 3 (location: El Maximo, latitude:27 45 10; 
longitude: 81 04 38).  
 

4.6 Results and Analysis 
 
The mathematical optimization models and the ANN models are applied to three 
stations in south Florida for characterization of the relationships. Approximately 60% 
of the data is used for training or obtaining optimal coefficient, functional forms and 
the rest is used for testing.  Results evaluating the performance of these models are 
presented in Table 1, 2 and 3 for stations # 1, 2 and 3 respectively. The objective 
functions used for optimization are also included in the tables. Mean absolute error 
(MAE), root mean squared error (RMSE) and correlation coefficient (ρ) are used to 
assess the performance of the models. The optimization is carried out using the 
generalized reduced gradient non-linear solver available in Excel. 
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Table 1 Performance of different models for station # 1 
 

Model Percentage Objective Coefficients
of Data Function (a,b) ρ MAE RMSE

Power Model 09,0.9 0.874 0.034 0.183

Optimized 62 MAE 0.85,0.81 0.871 0.079 0.241
Power Model RMSE 0.85,0.82 0.871 0.079 0.241

32 MAE 0.85,0.81 0.872 0.078 0.241
RMSE 0.89,0.89 0.873 0.076 0.233

ANN 62 0.844 0.073 0.240

Performance Measure

 
 
 
The tables also provide information about the percentage of data used for training or 
obtaining optimal exponents. It is evident from the results shown in Table 1 power 
model performs better than the optimized power model and ANN model for this 
station. Also an interesting observation is that the performance has not improved  
when the percentage of data used for obtaining coefficients is doubled. 
 
In case of station # 2, the optimized power model and the ANN model have 
performed better than the original power model. Similar conclusions can be drawn 
based on the results using station 3 as reported in Table 3. The model performance 
(suggested by error measures) decreased as the percentage of data used for obtaining 
the coefficients or exponents is decreased. 
 

Table 2 Performance of different models for station # 2 
 

Model Percentage Objective Coefficients
of Data Function (a,b) ρ MAE RMSE

Power Model 0.9,0.9 0.732 0.109 0.299

Optimized 62 MAE 0.50,0.57 0.697 0.122 0.349
Power Model RMSE 0.59,0.49 0.952 0.070 0.252

32 MAE 0.5,0.56 0.683 0.126 0.364
RMSE 0.56,0.4 0.643 0.070 0.351

ANN 62 0.675 0.100 0.016

Performance Measure
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Table 3 Performance of different models for station # 3 
 

Model Percentage Objective Coefficients
of Data Function (a,b) ρ MAE RMSE

Power Model 0.9,0.9 0.776 0.109 0.369

Optimized 62 MAE 0.66,0.604 0.808 0.095 0.278
Power Model RMSE 0.66,0.605 0.808 0.095 0.278

32 MAE 0.67,0.66 0.231 0.227 0.231
RMSE 0.66, 0.60 0.808 0.095 0.278

ANN 62 0.795 0.098 0.294

Performance Measure

 
 
 
Formulation with binary variables (Model III) 
 
Model III is solved for few functional forms which are variants of the conceptually 
simple power relationship. The functional forms that are used in the formulation are 
shown in the Table 4. The value obtained from functional form represents the 
NEXRAD value and “R” represents the rain gage value. The constant and exponent 
for all the functional forms are defined as “a” and “b” respectively. The constants and 
exponents are also optimized using the mathematical programming formulations. 
 

Table 4 Simple functional Forms used in the binary variable formulation 
 

Function Number Functional Form
1 a + Rb

2 a-Rb

3 Rb/a

4 a*Rb
 

 
The formulation reported in Model III is solved to obtain the optimal functional 
form. The functional form (#1 in Table 4) was selected as the best with coefficient 
(i.e. a) value equal to 1 and the exponent (i.e. b) value equal to 0.79. The correlation 
coefficient, MAE and RMSE are 0.988, 0.032 and 0.09 respectively for station # 1. 
These results are encouraging and suggest that further studies need to be conducted to 
assess the binary variable formulations. 
 
The results reported in this paper are based on preliminary trials of using 
mathematical programming models for establishing or fine-tuning the already 
available functional forms or relationships. The ANN model used in the current 
study has limitation associated with the outputs, especially negative outputs and over-
learning problems. Exhaustive studies need to be conducted to comment on the utility 
of the mathematical optimization models for functional relationships. Optimal 
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functional forms using genetic algorithms were recently reported by Teegavarapu et 
al. (2006).  This form of inductive modeling is a potential tool for characterizing rain 
gage NEXRAD relationships. 
 

4.7 Conclusions 

 
Mathematical optimization models to obtain optimal function forms relating rain 
gage and NEXRAD data are developed in the current study. As a preliminary study 
effort, exponents of a power model developed in a previous study were optimized. 
The models are tested for two different objective functions, namely, mean absolute 
error (MAE) and root mean squared error (RMSE). Mathematical programming 
formulations involving multiple pre-selected and fixed functional forms along with 
binary variables are also tested in the current study. Also, artificial neural network 
(ANN) models are developed for establishing the functional relationships. These 
models are tested for four rain gage stations in south Florida. Preliminary results 
indicate that optimal functional forms and ANN models can characterize the data 
relationships and can be useful for in-filling rain gage records or NEXRAD data. 
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5.0 Infilling of Rain Gage Records using Radar (NEXRAD) Data: 
Influence of Spatial and Temporal Variability of Rainfall Processes 

 
Abstract: Deterministic and stochastic weighting methods are the most frequently 
used methods for infilling rainfall values at a gage based on values recorded at all 
other available recording gages or other sources. Radar (NEXRAD) data is also 
commonly used for infilling of rainfall data. Several issues that affect the infilling 
methods include: the historical rain gage and radar data, spatial and temporal 
variability of rainfall, radar-rain gage relationships, selection of spatial extent of radar 
data. The current study evaluates the influence of spatial and temporal variability of 
rainfall processes on the performance of spatial interpolation algorithms. Seasonal 
variation of rainfall, rainfall areas that are delineated based on physical processes 
affecting the genesis and morphology of rainfall processes, and other factors may 
affect the performance of infilling methods. All these issues are important for south 
Florida which experiences wide variability in rainfall in space and time. In the current 
study, data from several rain gages and radar (NEXRAD) data in the south Florida 
region are used to evaluate the influence of spatial and temporal variability of rainfall 
processes on the performance of methods used for infilling rain gage data. 
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5.1 Introduction 
 
Deterministic weighting and stochastic interpolation methods have been used for 
spatial construction of rainfall fields or estimating missing rainfall data at points in 
space. Traditional weighting and data-driven methods generally are used for 
estimating missing precipitation. Weighting methods belong to a class of spatial 
interpolation techniques such as inverse-distance), non-linear deterministic, and 
stochastic interpolation methods (e.g., kriging). Regression and time series analysis 
methods belong to data-driven approaches. Teegavarapu and Chandramouli (2005) 
reported several limitations and advantages of using deterministic and stochastic 
spatial interpolation techniques to estimate missing precipitation data at a base station 
using data at all other stations.  
 .  
Several limitations of spatial interpolation methods have been reported in recent 
studies.  Veiux (2001) pointed out several limitations of the inverse distance 
weighting method (IDWM), with a major one being the “tent pole effect” that leads 
to greater estimates closer to the point of interest. Grayson and Bloschl (2000) list 
several limitations of Thiessen polygons and inverse distance methods. They 
suggested that these methods should not be recommended for spatial interpolation 
considering their limitations. However, they recommend thin-splines and kriging for 
interpolating hydrologic variables. The Thiessen polygon approach has the major 
limitation of not providing a continuous field of estimates when used for spatial 
interpolation (Unwin and Sullivan, 2003). Brimicombe (2003) indicated that the main 
point of contention in applying IDWM to spatial interpolation is selecting the 
number of relevant observation points used for the spatial interpolation.   
 
Correlation weighting techniques and artificial neural network methods are 
conceptually superior deterministic approaches than the traditional inverse distance 
weighting method and its variants. This superiority is due to their ability to identify 
anomalies in the observations that are used to estimate the missing data. The 
correlation weighting method disregards erroneous or uncorrelated observations by 
assigning reduced influence to these observations via smaller correlation coefficients. 
Similarly, ANN methods in the training phase adopt small connection weights 
between neurons for those inputs that do not affect the estimate.  These methods can 
be regarded as data-sensitive and data-intensive techniques that are capable of 
filtering irrelevant data during the estimation process. The Kriging estimation 
method (KEM) is considered a reliable interpolation technique (Sullivan and Unwin, 
2003), but is plagued by several limitations. These include selecting the appropriate 
semi-variogram, assignment of arbitrary values to sill and nugget parameters and 
distance intervals, observation value-insensitive variance estimates, and the 
computational burden to interpolate the surfaces.  
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5.2 Infilling of Precipitation Records using NEXRAD data 

 
Next Generation Radar (NEXRAD) or Weather Surveillance Radar 88 Doppler 
(WSR-88D) data provide complete spatial coverage of rainfall amounts using a 
predetermined grid resolution (usually 2 km by 2 km or 4 km by 4 km). The 
NEXRAD rainfall data is limited by relying on the measurement of raindrop 
reflectivity, which can be affected by factors such as raindrop size and signal 
reflection by other objects. Because the reflected signal measured by the radar is 
proportional to the sum of the sixth power of the diameter of the raindrops in a given 
volume of atmosphere, small changes in the size of raindrops can have a dramatic 
effect on the radar’s estimate of the rainfall. For this reason, the radar is generally 
scaled to match volume measured at the rain gauges (Hoblit and Curtis, 2000). The 
best of both measurement techniques is realized by using rain gauge data to adjust 
NEXRAD values.  
 
Weather data acquired from radar (NEXRAD) is generally used by the water 
management agencies in making decisions for operational purposes. However, the use 
has been largely limited to visual interpretation of data as opposed to quantitative 
analysis. Data derived from radar based precipitation estimates (i.e. NEXRAD data) 
can be used to estimate the missing precipitation values. However, the reliability of 
radar-based precipitation measurements is a contentious issue (Young et. al, 1999; 
Adler et al., 2001). Radar rainfall estimates derived from conversion of reflectivity 
measurements are known to contain systematic errors, or bias, and other random 
errors or artifacts that limit the utility of radar rainfall. Quality control and 
enhancement of radar rainfall estimates may be accomplished through gauge-
adjustment procedures.   
 

5.3 Rain Areas  

 
Rainfall areas (or rain areas) are defined to represent the physical processes 
responsible for, or affecting, the genesis and morphology of rainfall processes near the 
coast and inland. The delineation of these areas in south Florida is recently discussed 
in a study by Vieux (2006). The rainfall patterns are complex because they are 
influenced by local convergence zones and sea breeze effects near the coast that 
enhance precipitation, by inland gradients, and large water bodies such as Lake 
Okeechobee (in south Florida) that tends to suppress rainfall processes. Another 
factor affecting the rainfall patterns come from both frontal boundaries and 
hurricanes, which can produce rainfall gradients that vary in a north-south direction 
depending on path and location of stalled fronts and storms (Vieux, 2006). It would 
be interesting to investigate how the rain areas will affect the in-filling processes, 
both spatially and temporally. 
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The main objective of the study is to in-fill rainfall records based on NEXRAD data 
using a mathematical programming model to identify clusters of NEXRAD grids 
surrounding a rain gage. Investigation of spatial and temporal variability of clusters 
(identified by weights) is also carried out as a part of this study. 
 
 

5.4 Mathematical Programming Model for Missing Precipitation Records 

 
Cluster based approach for infilling missing precipitation records is proposed in the 
current study. The 
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where θm  is the observation at the rain gage station  m; ns is the number of ; θi  is the 
observation at rain gage station  i, wmj is the weight associated in relation to 
NEXRAD grid i to the station  m, λij: binary variable, N is the number of grids, nc: 
cluster size, and np is the upper bound on the number of cells used. A schematic 
showing the location of the rain gage and location of surrounding NEXRAD grids is 
shown in Figure 2. The objective is to investigate the changes in the clusters over 
different time periods or seasons as illustrated in Figure 2.  
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Figure 2 Schematic of location of a rain gage and NEXRAD grids for two time 
periods. 

 

5.5 Case Study Application 
 
The mathematical programming model for in-filling rainfall data is tested on a real-
life case study system in an area where the RADAR-based (NEXRAD) rainfall data 
is available.  The study areas selected are from Upper and Lower Kissimmee basins of 
south Florida. These areas formed the test-bed for the proposed approaches. 
NEXRAD rainfall data available over a 2 km by 2 km pixel size (grid size) in the 
study area along with rainfall data from 5 rain gages are used. Data from years 2002 -
2004 are readily available for testing of the model. The case study area is also of 
particular interest to South Florida Water Management District (SFWMD) as many 
ongoing projects related to Kissimmee River restoration require rainfall data for use in 
hydrologic simulation models. Also, the occurrence of several extreme, tropical 
rainfall events provide another important reason for the selection of Upper and Lower 
Kissimmee River Basins.  
 
 
Five stations (referred to as station #1, 2, 3, 4 and 5) are used for the current study and 
these are: 1) station # 1(station: Avon Park, location: latitude:27 35 28; longitude: 81 31 
07); 2) station # 2 (station: Palmdale, location: latitude: 26 55 28; longitude: 81 18 50); 3) 
station # 3 (station: S99, location: latitude:27 28 14; longitude: 80 28 18), station # 4 
(location: WPB Airport, latitude:26 40 41; longitude: 80 06 35) and station # 5 

Time Period 1 Time Period 2

: Rain gage

Time Period 1 Time Period 2

: Rain gage



WRRC 104B Project Status Report for 2007                                                Florida Atlantic University 
 

22 

(location: CV5 latitude:26 55 10; longitude: 81 07 18). The location of these five stations 
along with surrounding cluster of 9 cells (pixels) and rain areas are shown in Figure 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 Location of selected NEXRAD grids (of 9 pixels each) and the rain areas in 
different locations of South Florida. 

 

5.6 Results and Analysis 
 
The mathematical programming model, Model I was applied for in-filling rain gage 
values. Data at the rain gage station are assumed to be missing for the purpose of 
testing the cluster based in-filling method proposed in this study. In order to 
understand the distribution of weights in the NEXRAD grid surrounding a gage, the 
cluster of nine cells are designated in alphabetical order as shown in Figure 4. 
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Figure 4 Designation of NEXRAD grids surround a rain gage. 
 
 

It is important to note that all the NEXRAD data used in the current study are gage 
adjusted. In addition to Model I, another model, referred to as Model II is defined for 
evaluation of results. In case of Model II, the missing rain gage values are in-filled 
using the values of NEXRAD grid (i.e. cell E shown in Figure 4) in which the rain 
gage is located. 
 
The weights obtained by solution of Model I for different clusters are shown in Table 
5. It is evident from the results, that the weights assigned to the cell (i.e. grid) in 
which the rain gage is located either zero or not necessarily highest as generally 
expected. The number of cells participating in the optimal weighting scheme ranges 
from 1 to 8.  The upper bound on the number of cells is fixed at nine. 
 

Table 5  Weights obtained from mathematical programming formulations for 
different clusters 

 
Cells A B C D E F G H I

Cluster
1 0.020 0.253 0.727 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.020 0.489 0.020 0.391 0.020 0.020 0.020 0.020
3 0.000 0.081 0.572 0.000 0.347 0.000 0.000 0.000 0.000
4 0.878 0.000 0.000 0.020 0.000 0.000 0.000 0.102 0.000
5 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000  

 
 

Models I and II are applied for in-filling precipitation data. Results related to the 
performance of these models are shown in the Table 6. Two performance measures, 
namely, mean absolute error (MAE) and correlation coefficient (ρ) are used for 
evaluation of the models. 
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Table 6 Performance of models for in-filling of precipitation data 
 

Cluster MAE (ρ)
1 Model I 17.520 0.910

Model II 20.510 0.885

2 Model I 19.500 0.885
Model II 19.300 0.875

3 Model I 52.080 0.528
Model II 61.948 0.488

4 Model I 18.546 0.939
Model II 20.710 0.932

5 Model I 16.060 0.415
Model II 25.630 0.379

Performance Measure

 
 
Evaluation of the two performance measures from Table 6 suggests that Model I is 
consistently performing better than Model II. The mean absolute error values in case 
of cluster 2 are equal. 
 
 In order to evaluate the temporal variability of weights, only wet season (i.e., May – 
October) data are used to train and test the models. In case of cluster #1, for wet 
season, the weights for A, B, C,….I are 0.023, 0.299, 0.678, 0.000, 0.000, 0.000, 0.000, 
0.000, 0.000 respectively. These weights are marginally different from those reported 
for station # 1 for the wet and dry seasons combined (shown in Table 1).When only 
dry season data is used for station #1, the weights were different. The weights for A, 
B, C,… I., are 0.141, 0.000, 0.839, 0.000, 0.020, 0.000, 0.000, 0.000, 0.000 respectively. 
Further studies need to be conducted to assess the temporal variability. The limited 
number of experiments conducted in the study may not completely reveal the spatial 
and temporal patterns of weights for in-filling purposes. 
 

5.7 Conclusions 
 
A non-linear mathematical programming model using binary variables is proposed 
and investigated in the current study to in-fill missing precipitation records. Radar 
(NEXRAD) based rainfall estimates that are available in a grid format surrounding 
the grid in which the rain gage is located are used in the model. The model identifies 
the cluster of NEXRAD data values that can used for infilling the rain gage records. 
Rain gage and NEXRAD data values available for five select stations in south Florida 
are used for evaluation of the proposed model. Results from the application of model 
suggest that missing rainfall values can be estimated using radar data. The application 
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also revealed several interesting insights, which suggest that optimal selection of 
NEXRAD values using weights in the grid surrounding rain gage is essential for in-
filling process. Spatial and temporal variability of weights for different clusters is 
evident. However, exhaustive studies need to be conducted to provide conclusive 
statements about the weights. 
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Status Report 
104B student assistantship 

Project: Addition of Ecological Algorithms to the Regional Simulation Model (RSM) 
 
CoPIs: Gregory Kiker, Rafael Muñoz‐Carpena, Wendy D. Graham,  
SWFMD Coordinator: Naiming Wang 
Ph.D. Student: Gareth Lagerwall 
Collaborator: Andrew James 
External Committee Member: Kirk Hatfield 
 
Recent publications, proceedings, or presentations: 
 
Presentation:  Linkage of  a  Transport  and Reaction  Simulation  Engine  (TaRSE) with  Ecological 
Algorithms  (ECO),  TaRSE:ECO;  Florida  Section  of  the  American  Society  of  Agricultural  and 
Biological Engineers, 31 May – 1 June 2007 
 
Poster: An  Integrated Model of Wetland Hydrology, Water Quality, and Ecology; University of 
Florida Water Institute Symposium, 27‐28 February 2008;  
 
Objectives: 
 
This  research  project  aims  to  systematically  review,  design  and  develop  selected  ecological 
algorithms for the RSM model (TaRSE‐ECO) using a similar methodology to the development of 
water quality  algorithms  (RSM‐WQ)  (Jawitz  et  al.,  2008).    To  this  end,  the objectives of  this 
research are:  

•   Review of relevant ecological models, design concepts and code  implementation 
tools for development of TarSE‐ECO ecological algorithms. 

•   Selection of ecological species (habitat, plant and/or animal) to be included in the 
initial development and testing of TarSE‐ECO.  

•   Development of the conceptual model of TaRSE‐ECO organisms 
•    Prototype model  development  and  testing  on  the  “10x4” mesh  (Jawitz  et  al., 

2008) 
•   Selection of a test site for model calibration and testing 
• Systematic global sensitivity analysis 

 
Scope of Work for Year 2: 
 
Development of conceptual models for selected organisms 

• Review current RSM and RSM‐WQ object design and code structure 
• Selection of organisms for initial TaRSE‐ECO inclusion and testing 
• Development of the “10x4” site with selected organisms for prototype testing 
• Selection and development of parameters for a South Florida test site for TaRSE ‐ECO 

 



Progress to date: 
 
The 2007 research year began with a continuing review of RSM (SFWMD, 2005), RSM‐WQ, and 
TaRSE  (Jawitz et al., 2008) design,  codes, and  structure  in C++. TaRSE  is an extraction of  the 
water quality section of code from the RSM‐WQ model, creating a model‐independent, highly 
flexible,  spatially  distributed,  water  quality  module/library  (Jawitz  et  al.,  2008).  Current, 
Everglades‐system ecological models such as ATLSS  (ATLSS, 1996) and ELM  (Fitz and Trimble, 
2006) were examined to determine any similarities or differences in modeling similar organisms 
to our effort.  ATLSS is a collection of different models acting across various trophic levels, with 
process models for  lower trophic  levels, structured population models for primary consumers, 
and  individual‐based models  for  large  consumers. As  such,  it  provides  a  central  location  for 
detailed  information  about  various  tried  and  tested modeling  techniques. One  fundamental 
aspect that separates TaRSE:ECO from most other Everglades ecological models is that it runs in 
full  integration  with  the  water/water  quality  parts  of  the model,  whereas  other  ecological 
models use time series and spatial output from hydrological and water quality models to create 
a separate ecological run in series (ATLSS, 1996).  
 
An RSM training workshop attended  in April 2007  improved confidence  in running the model, 
providing  benchmarks  which  can  be  adapted  for  use  in  the  ecological  model,  as  well  as 
providing  insights as to how the various parts of the model fit together. After a meeting with 
the South Florida Water Management District  (SFWMD),  it was decided to  focus on modeling 
cattail (Typha Domingensis) migration through the Water Conservation Area 2A (WCA 2A). The 
word  migration  in  this  context  being  the  spatial  and  temporal  establishment  of  cattail 
populations throughout a habitat due to altered hydrology and water quality.  
 
A literature review was conducted in order to determine the factors that affect cattail growth, 
to  identify  previous  attempts  to model  cattail migration,  and  to  source  the  availability  of 
relevant ecosystem data. In reference to the Everglades ecosystem, there are five main factors 
affecting  cattail growth; water depth, duration of  flooding,  frequency of  flooding, porewater 
phosphorus concentration, and fire regime (Newman, et al., 1998).   Of these potential factors 
water depth and porewater phosphorus were selected  for  initial TaRSE:ECO model designs as 
they are already accounted for  in the current RSM/TaRSE models. To date, the best source of 
data has been from the Everglades Nutrient Removal Project (ENRP) (Chimney; Date Unknown) 
and  (Chimney and Goforth; 2006) and  (Chimney and Pietro; Date Unknown) and  (DBHYDRO; 
2007). This  is patchy data covering the two years of 1995 and 1996. However, the  location  is 
close enough to WCA 2A that any results or conclusions should be directly relevant.  
 
A  statistics  class  on  time  series  analysis was  taken  in  Fall  2007,  and  the  final  project  used 
multivariate  time  series  analysis  to  analyze  the  collected  ENRP  data  and  to  create  a  draft 
predictive model.  In  addition,  a  population modeling  class was  taken  in  spring  2008,  and  a 
cattail matrix‐model was developed, also based on the ENRP dataset. These classes provided a 
means of comparing various modeling techniques to predict cattail growth based primarily on 
water  depth  and  porewater  phosphorus  concentration.  It must  be  noted  that  the models 
developed were first attempts, and require more work if either of them are to be used for any 



purpose  in  the  future.  However,  the  insights, methods,  and  relationships  derived  from  the 
models created in class will be incorporated into the TaRSE:ECO model.  
 
A mathematics class was taken in fall 2007 in numerical partial differential equations to better 
understand the finite‐volume structure used in the RSM model. A class was taken in spring 2008 
in modern  C++  to  help with  understanding  the  template  design  structure  used  in  the  RSM 
model, as well as create a better understanding of the C++ language in general.  
 
Examining the design of the XML‐based input files for TaRSE has led to the creation of a cattail 
“store”  (The phosphorus  in  the water quality module  is modeled as a  “store”  in  the original 
file),  and  an understanding of  the  equations  that drive  the  chemical processes  in  the water 
quality module.  Semi‐regular weekly meetings with  the  research  team  continue  to  expand 
current understanding and to explore design  issues  in creating XML‐based  input equations for 
simulating ecological components  in the RSM structure.     Continued discussions with Dr Andy 
James will be helpful in gaining a functional knowledge of the TaRSE libraries and their linkage 
within RSM.  
 
To date the goals for year two have almost been met, with work already being carried out on 
the final hurdle of prototype model development and testing on a theoretical mesh. 
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Status Report 
104B student assistantship 

Project: Global sensitivity and uncertainty analysis of hydrologic, spatially 
distributed watershed models 

 
CoPIs: Rafael Muñoz-Carpena, Gregory Kiker, Wendy D. Graham,  
Ph.D. Students: Zuzanna Zajac, Stuart Muller, Oscar Perez-Ovilla 
External Committee Member: Kirk Hatfield 
 
Report A: Student assistantship, Zuzzana Zajac 
 
1) Student’s name and thesis/dissertation topic 

 
Student’s name: Zuzanna Zajac 
Research project topic: Global sensitivity and uncertainty analysis of hydrologic, 
spatially distributed watershed models. 
 
2) Project Status 

 
The initial sensitivity analysis results were obtained for the Water Conservation Area-
2A (WCA-2A) application based on uniform probability density function, with ranges ± 
20% of base values. Level parameters were used for maintaining original spatial 
relations between factors.  
 
Probability distributions of the uncertain model inputs, characteristic to the WCA-2A 
area, were estimated based on the literature review and SFWMD’s expert’s opinion. 
The further global sensitivity and uncertainty analysis (GS/UA) is going to be based 
on these probability distributions. 
 
The geostatistical techniques suitable for Monte Carlo generation of spatially 
distributed input factors were examined based on literature review and discussions 
with experts. As a result several alternatives to incorporate spatial variability into 
global sensitivity and uncertainty analysis techniques are being evaluated with the 
WCA-2A application. 
 
The GS/UA model evaluation framework has been moved to the University of Florida 
High Performance Computing Center (http://hpc.ufl.edu). Although the initial effort 
invested in moving to the HPC has been significant, the dramatic increases in 
running time obtained in the preliminary testing of the framework there indicate that it 
is now possible to perform a detailed evaluation of the complex and spatially 
distributed RSM. 

 
 
 
 
 
 
 
 
 



3) Student’s Academic Progress and Professional Training 
 

All UF course requirements were fulfilled by the student with a cumulative UF GPA 
3.93.  
 
The student assembled the graduate committee that consists of five experts in the 
fields of hydrological modeling and geostatistics.  
 
The student attended meetings with the South Florida Water Management District 
Hydrologic & Environmental Systems Modeling Department experts. During the 
meetings, the project progress, future steps and other related issues were discussed.  
 
 
 
 
Professional Trainings Attended 
• Regional Simulation Model (RSM) Training at South Florida Water Management 

District (SFWMD), West Palm Beach. April 9-13, 2007. 
 
• Short Course on Geostatistical Analysis of Environmental Data. Soil and Water 

Science Department, University of Florida. August 12-17, 2007 
 
• Parameter ESTimation (PEST)/Regional Simulation Model Graphical User 

Interface (RSM GUI) training at SFWMD, West Palm Beach. April 7th 2008 



Report B: Student Assistantship, Stuart Muller 
 
1) Student’s name and thesis/dissertation topic 

 
Student:  Stuart Muller 
Research project topic: Development of a phosphorus water quality model for the 
density-dependent hydrologic conditions of the southern Everglades 

 
2) Project Status 

 
The final USGS report, listed above, which represents the initial development, 
testing, and sensitivity and uncertainty analyses of a generic water-quality tool called 
the Transport and Reactions Simulation Engine (TaRSE) has been accepted for 
publication.  Three further papers for publication in a peer-reviewed journal are 
currently being prepared from this work. 
 
In order to apply TaRSE to the southern Everglades, a suitable hydrological model 
had to be indentified for the variable-density hydrodynamics of the region.  The Flow 
and Transport through a Linked Overland-Aquifer Density Dependent System 
(FTLOADDS) model was selected as the most suitable tool for providing the 
necessary hydrodynamic inputs required by TaRSE.  Furthermore, a suitable domain 
and the required data sets have been identified for testing of the coupled models. 
 
A comprehensive analysis of the programming structure of TaRSE was carried out in 
order to understand the internal functioning of the model.  This was required before a 
suitable plan for wrapping the code of TaRSE (C++) with that of FTLOADDS 
(Fortran) to achieve a coupled tool could be prepared.   
 
A detailed study of the mixed-language programming considerations when combining 
C++ and Fortran was also conducted.  The task of linking TaRSE with FTLOADDS 
demands that the two models communicate fluently despite being coded in 
incompatible programming languages.  
 
The previous two tasks both presume an understanding of and familiarity with C++ 
and Fortran code, in terms of both reading and writing it.  Learning these two 
programming languages, and understanding how they differ and how to integrate 
them, has been another major task of the past year. 
 
TaRSE was originally developed and integrated with the SFWMD’s Regional 
Simulation Model (RSM), which was designed for the Unix environment.  
FTLOADDS, however, is a Windows-based model, and since it will be the 
hydrodynamic driver of the new coupling, TaRSE had to be extricated from its 
dependencies on RSM and migrated to a Windows platform.  These significant steps 
have been achieved, and TaRSE is now a Windows-compileable library.  
 
3) Student’s Academic Progress and Professional Training 
 
The student has completed all necessary coursework requirements, including those 
for both the Hydrologic Sciences Academic Colloquium and the Wetlands Certificate 
minors, with a GPA of 3.93. 



 
The student successfully completed his written and oral qualifying exams in 
November, 2007, and is now recognized as PhD candidate.  Expected graduation 
date is Spring, 2009. 
 
The student was a recent recipient of a scholarship from the Florida Society of 
Environmental Analysts to attend the Spring meeting in St Petersburg, where he 
received training in groundwater sampling SOP and attended numerous 
presentations on sampling and lab analysis SOPs. 

 
 



Report C: Student Assistantship, Oscar Perez-Ovilla 
 
1) Student’s name and thesis/dissertation topic 

 
• Student’s name: Oscar Perez-Ovilla 
• Research project topic: A TaRSE-based generic approach for simulating 

dynamics and removal of runoff pollutants in Vegetative Filter Strips 
 

2) Student’s Academic Progress and Professional Training 
 

A flexible program is being developed to simulate the transport and reaction of runoff 
pollutants through vegetative filter strips. The physical based computer program 
VFSMOD (Carpena et. al., 1999) is used as the base program for simulating the 
hydrology and sediment transport on a storm-by-storm basis. A Generic Simulation 
Pollutant Module, based on the flexibility of the Transport and Reaction Simulation 
Engine (TaRSE) generic algorithm (James et. al., 2006) is being adapted to coupled 
it to VFSMOD-W (www.carpena.ifas.ufl.edu) for the simulation of pollutant transport 
and reaction (dynamics) in filter strips. The Transport and Reaction Simulation 
Engine (TaRSE) model was originally developed in a cooperative project funded by 
USGS and SFWMD in response to the need of the South Florida Water Management 
District (SFWMD) to address the problem of modeling model water quality within the 
Regional Simulation Model (RSM), but it can be adapted to other hydrodynamic 
models. It was one of the USGS objectives when funding the original TaRSE project 
that the transport and reaction component be model independent and suitable to be 
driven by a variety of hydrodynamic models. This project fulfills the USGS by 
extending the use of the original program into another environmental area, i.e. 
protection of surface water resources from runoff pollution, and in particular in Florida 
phosphorus pollution from reclaimed phosphate mining areas, pathogens, and 
pesticides in surface waters from agricultural and urban land uses. 
 
A UML component diagram is being used to map all the files that are used by TARSE 
when it is coupled to RSM. The progress of this diagram is 80%. Once completed, 
similar file links will be used for VFSMOD. It is expected to have a draft version within 
the next six months. 
 
The Generic Simulation Pollutant Module will be tested for phosphorus. A field scale 
experiment has been generating data of runoff phosphorus (total P, dissolved P and 
sediments) from phosphate mining areas in Bartow, Florida since 2007. A 
complementary set of data is being collected in 2008 during the rainy season. 
 
3) Student’s Academic Progress and Professional Training 

 
• Ph. D. course work finished in December 2007. Eighteen courses in total. Six 

courses related to modeling (Simulation of Agricultural Watershed Systems, 
Biological Systems Modeling, Evaluation of Groundwater Quality (using 
MODFLOW), Numerical Methods I, Groundwater Flow II and Numerical Partial 
Differential Equations). 

• Officially accepted as Ph. D candidate. Qualifying Oral examination passed on 
April 28, 2007. 

• Expected graduation date: Spring 2009.         



Information Transfer Program Introduction

During FY 2006, the Florida WRRC actively supported the transfer of water resources research findings and
results to the scientific and technical community that addresses Florida's water resource problems. The Center
produced 27 peer reviewed publications along with 29 conference proceedings and presentations. Other
activities that were part of the information transfer program included maintaining a center website which is
used to provide timely information about research proposal deadlines, conference announcements and calls for
papers. The Center webpage provides information regarding ongoing research supported by the WRRC, lists
research reports and publications that are available, and provides links to other water−resource organizations
and agencies, including the five water management districts in Florida and the USGS. The Center maintains a
library of technical reports that have been published as a result of past research efforts. Hard copies of the
reports can be checked out and electronic copies are distributed free of charge based upon request through the
website. The Center also provided support for publication of research results in refereed scientific and
technical journals and conference proceedings.
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Title: Florida Water Resources Information Transfer 
 
Statement of Critical State Water Problem: The scientific and technical community 
who are addressing Florida's water problems on a professional basis need to have access 
to a centrally-located resource regarding current water-resources research and related 
activities in Florida. 
 
Statement of Results or Benefits: The Florida WRRC will actively promote the transfer 
of the results of water resources research in Florida to the scientific and technical 
community. 
 
Nature, Scope, and Objectives of the Project, including a Time-Line of 
Activities: The objectives of this task include: providing timely information about 
research proposal deadlines and other water-related activities; indicating the availability 
of research reports and publications; listing research opportunities available through the 
WRRC and elsewhere; providing links to other water resource organizations and 
agencies; and supporting the publication of research results. This task will have a 
continuous time-line from March 1, 2007 to February 29, 2008. 
 
Methods, Procedures, and Facilities: Specific activities that are proposed as part of this 
task include maintaining an updated mailing list with e-mail addresses and center web 
site. The e-mail list and web site will be used to provide timely information about 
research proposal deadlines and other water-resource related activities. The web site will 
describe ongoing research at the WRRC and list research reports and publications that are 
available. Also, the web site will be used to list research opportunities available through 
the WRRC and elsewhere and to provide links to other water resource organizations and 
agencies, including the five water management districts in Florida, Florida Geologic 
Survey, and the United States Geologic Survey. The WRRC will continue to maintain a 
library of technical reports that have been published by the WRRC. Researchers will be 
able to check out copies of these reports, which also will be distributed upon request at 
prices set to recover the cost of reproduction and mailing. As newer reports become 
available, electronic versions of these reports will be made available for distribution from 
the WRRC web site. Financial support will be provided for publishing research results in 
refereed scientific and technical journals and conference proceedings and for printing 
theses and dissertations that are of interest to the target audience. Finally, The WRRC 
will sponsor workshops designed to address specific themes pertinent to Florida’s water 
resources. The center will solicit the scientific and technical community for 
recommendation on potential Workshop themes. The center will invite researchers, 
policy makers, and members of state and federal agencies to participate at these 
workshops. 
 
Related Research: N/A 
 
Training Potential for Students:  Support will be provided for graduate students to 
publish their research in refereed scientific and technical journals and for communication, 



coordination, and collaboration with water resources agencies on pertinent topics and 
issues. 
 
Investigator's Qualifications: Kirk Hatfield, Director of the WRRC and Mark Newman, 
Assistant Director of WRRC will be the Principal Investigators for this task. Copies of 
their resumes are included below. 
 
 



   

        

KIRK HATFIELD 

Departmen of Civil and Costal Engineeing     phone: 352-392-9537 
P.O. Box 116580         fax: 352-392-3394 
University of Florida        e-mail: khatf@ce.ufl.edu  
Gainesvile, FL  32611 

EDUCATION 
University of Massachusetts, Amherst, MA  Ph.D., Civil Engineering, January 1988 
University of Iowa, Iowa City, IA M.S., Civil Engineering, May 1982 
University of Iowa, Iowa City, IA    B.S., General Science, May 1979 

PROFESSIONAL EXPERIENCE 
2002 – present Director of the Water Resources Research Center 
1993 - present  Associatet Professor. University of Florida, Dept. of Civil and Coastal Engineering 
1992 - present Affiliate Faculty, Center for Applied Optimization, Modeling and Computation 

for Engineering, Science and Industry, University of Florida 
 

PROFESSIONAL SOCIETIES 
American Geophysical Union, 1986 to present 

 
PATENTS 

US Patent (patent pending) Device and method for passively measuring fluid and target chemical mass 
fluxes in natural and constructed non-porous fluid flow systems, 2004 

Australian Patent (775154), Device and Method for Measuring Fluid and Solute Fluxes in Flow Systems, 
2004 

US Patent (SN 09/430,607), Device and Method for Measuring Fluid and Solute Fluxes in Flow Systems, 
2002 

 US Patent (SN 08/641,141), Measuring Fluid Interfaces in Flow-Through Systems, 1998 

RECENT PUBLICATIONS 
 
Klammler, H., K. Hatfield, M. Annable, E. Agyei, B. Parker, J. Cherry, and P.S.C. Rao. 2006. General 
analytical treatment of the flow field relevant for passive fluxmeter interpretation. Water Resources 
Research (Accepted). 

Lee, J., P.S.C. Rao, I.C. Poyer, R.M. Toole, M.D. Annable, and K. Hatfield. 2006. Oxyanion flux 
characterization using passive flux meters: Development of field testing of surfactant-modified sorbents. 
Journal of Contaminant Hydrology, (Accepted) 31 pp. 

Klammler, H., K. Hatfield, and M. Annable. 2006. Concepts for measuring horizontal groundwater flow 
directions using the passive flux meters. Advances in Water Resources (Accepted), 27 pp. 

Campbell, T. J., K. Hatfield, H. Klammler, M. D. Annable, and P.S.C. Rao. 2006. Magnitude and 
directional measures of water and Cr(VI) fluxes by passive flux meter. Environmental Science and 
Technology  40(20), 6392-6397. 

Newman, M., K. Hatfield, J. Hayworth, P.S.C. Rao, and T. Stauffer. 2006. Inverse characterization of 
NAPL source zones. Environmental Science and Technology, 40(19), 6044-6050. 

Annable, M.D., K. Hatfield, J. Cho, H. Klammler, B. Parker, J. Cherry, and P.S.C. Rao. 2005. Field-scale 
evaluation of the passive flux meter for simultaneous measurement of groundwater and contaminant 
fluxes. Environmental Science and Technology, 39 (18), 7194 -7201. 



   

        

Mark Newman 

Departmen of Civil and Costal Engineeing     phone: 352-392-9537 
P.O. Box 116580         fax: 352-392-3394 
University of Florida        e-mail: markn@ce.ufl.edu  
Gainesvile, FL  32611 

EDUCATION 
University of Florida, Gainesville, FL  Ph.D., Civil Engineering, 2001 
University of Florida, Gainesville, FL B.S., Civil Engineering, 1993 
Wentworth, Boston, MA    A.A., Architectural Engineering, 1988 

PROFESSIONAL EXPERIENCE 
2005 – present Assistant Director of the Water Resources Research Center 
2006 – present Research Coordinator, University of Florida, Water Institute 
2004 – 2005 Adjunct Associate Scientist, Department of Civil and Coastal Engineering 
2003 – 2004 Adjunct Research Assistant Scientist, Department of Civil and Coastal Engineering 
2002 – 2003 Hydrologist III, St. Johns River Water Management District, Palatka, FL 
2001 – 2002 Post Doctoral Assistant, Department of Civil and Coastal Engineering, Gainesville, FL 
 

PROFESSIONAL REGISTRATION 
Professional Engineer, State of Florida, License No. 65663 

RECENT PUBLICATIONS 
 
Klammler H., M.A. Newman, E. Szilágyi, J.C. Padowski, K. Hatfield, J.W. Jawitz, M.D. Annable. Initial 
Test Results for a Passive Surface Water Fluxmeter to Measure Cumulative Water and Solute Mass 
Fluxes. Environmental Science & Technology. 2007, In Press. 

Newman, M.A., K. Hatfield, J.S. Hayworth, P.S. C.Rao, and T.B. Stauffer Inverse Characterization of 
NAPL Source Zones. Environmental Science & Technology. 2006, 40(19), pp. 6044–6050. View Article 
Online. 

Newman, M.A., K. Hatfield, J.S. Hayworth, P.S.C. Rao, T.B. Stauffer, A hybrid method for inverse 
characterization of subsurface contaminant flux. Journal of Contaminant Hydrology. 2005, 81(1-4), pp. 
34-62. View Article Online. 

Newman, M.A., N. Conrey, L. Yu, E. Howard, and K. Hatfield. Groundwater Table Prediction for Tidal 
and Inland Conditions. FICE/FDOT Design Conference 2006. Orlando, FL, July 31-August 2, 2006. 

Brown, C.J., K. Hatfield, and M. Newman. Lessons Learned from a Review of 50 ASR Projects from the 
United States, England, Australia, India, and Africa. UCOWR/NIWR Annual Conference: Increasing 
Freshwater Supplies. Santa Fe, NM, July 18-20, 2006. 

Newman, M.A., N. Conrey, L. Yu, E. Howard, and K. Hatfield. Estimating Probable Groundwater 
Elevations. Proceedings, 2nd Biennial Stormwater Management Research Symposium, Orlando, FL, May 
4-5, 2006. 

COURSES TAUGHT 
 

Undergraduate Courses: Graduate Courses:  
CWR 4120  Groundwater CWR 5125  Groundwater Flow I  
CWR 4306  Urban Stormwater Systems Design CWR 6525  Groundwater Flow II 
CWR 4812  Water Resources Engineering 

 



Student Support

Student Support

Category
Section 104 Base

Grant
Section 104 NCGP

Award
NIWR−USGS

Internship
Supplemental

Awards
Total

Undergraduate 3 0 0 0 3

Masters 3 1 0 0 4

Ph.D. 15 0 0 0 15

Post−Doc. 3 0 0 0 3

Total 24 1 0 0 25

Student Support 1



Notable Awards and Achievements

The WRRC continues efforts to maximize the level graduate student funding available to the state of Florida
under the provisions of section 104 of the Water Resources Research Act. New and extended agreements have
been established with four of Florida's state universities (Florida Atlantic University, Florida State University,
University of South Florida, and the University of Florida) and four state agencies (South Florida Water
Management District, Southwest Florida Water Management District, St. Johns River Water Management
District, and the Florida Geological Survey). These agreements have supported the research efforts of 3 post
doctoral associates, 15 Ph.D., 4 Masters, and 3 undergraduate students focusing on water resources issues.

Dr. Leslie Gowdish, a recent Ph.D. graduate received a Certificate of Honorable Mention in the Universities
Council on Water Resources (UCOWR) Ph.D. Dissertation contest in the Natural Science and Engineering
division. Her thesis was entitled: "An improved Green−Ampt soil infiltration and redistribution method and
its application to 1−dimensional and quasi 3−dimensional (point source) flow domains".

The Florida Water Resources Research Center has also provided support for continued development of
innovative technologies, such as the recently patented passive flux meter used for measuring the movement or
“flux” of contaminants in both groundwater and surface water systems. Portions of this research were also
funded by the Natural and Accelerated Bioremediation Research (NABR) program, Biological and
Environmental Research (BER), U.S. Department of Energy, the Florida Water Resources Center under a
grant from the U.S. Department of Interior, and the Environmental Security Technology Certification
(ESTCP) program, U.S. Department of Defense (DoD).

Notable Awards and Achievements 1



Publications from Prior Years

Publications from Prior Years 1


	Florida Water Resources Research Center
	Florida Water Resources Research Center
	Introduction
	Research Program
	Introduction
	2004FL76G: Space-based monitoring of wetland surface flow
	Basic Information
	Progress report

	2006FL140B: A comparison of FSU/NWS and OneRain precipitation data and their insertion into the WAM hydrologic model
	Basic Information
	page 2

	Progress report
	page 2
	page 3
	page 4
	page 5


	2006FL142B: Measurement of evapotranspiration, recharge, and runoff in a transitional water table environment
	Basic Information
	page 2

	Progress report
	page 2
	page 3
	page 4
	page 5
	page 6
	page 7
	page 8
	page 9
	page 10
	page 11
	page 12
	page 13
	page 14
	page 15
	page 16
	page 17
	page 18
	page 19
	page 20
	page 21
	page 22
	page 23
	page 24
	page 25
	page 26
	page 27
	page 28
	page 29
	page 30
	page 31
	page 32
	page 33
	page 34
	page 35
	page 36
	page 37
	page 38
	page 39
	page 40
	page 41
	page 42
	page 43
	page 44
	page 45
	page 46
	page 47
	page 48
	page 49
	page 50
	page 51
	page 52
	page 53


	2006FL143B: Investigating arsenic mobilization during aquifer storage recovery (ASR)
	Basic Information
	Progress report
	page 2
	page 3
	page 4


	2006FL145B: Measurement of erosion around hydraulic structures
	Basic Information
	Progress report

	2006FL146B: Complex flows through culvert structures by CFD modeling
	Basic Information
	Progress report

	2007FL202B: Comparing NEXRAD Rainfall and Rain Gauge Data in South Florida Water Management District
	Basic Information
	Progress report
	page 2
	page 3
	page 4
	page 5
	page 6
	page 7
	page 8
	page 9
	page 10
	page 11
	page 12
	page 13
	page 14
	page 15
	page 16
	page 17
	page 18
	page 19
	page 20
	page 21
	page 22
	page 23
	page 24
	page 25


	2007FL222B: Addition of Ecological Algorithms to the Regional Simulation Model (RSM)
	Basic Information
	Progress report
	page 2
	page 3
	page 4


	2007FL223B: Global sensitivity and uncertainty analysis of hydrologic, spatially distributed watershed models
	Basic Information
	page 2

	Progress report
	page 2
	page 3
	page 4
	page 5



	Information Transfer Program
	Introduction
	2007FL204B: Florida Water Resources Information Transfer
	Basic Information
	Progress report
	page 2
	page 3
	page 4



	Student Support
	Notable Awards and Achievements
	Publications from Prior Projects


