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NATIONAL COOPERATIVE HIGHWAY RESEARCH PROGRAM

Systematic, well-designed research provides the most ef-
fective approach to the solution of many problems facing
highway administrators and engineers. Often, highway
problems are of local interest and can best be studied by
highway departments individually or in cooperation with
their state universities and others. However, the accelerat-
ing growth of highway transportation develops increasingly
complex problems of wide interest to highway authorities.
These problems are best studied through a coordinated
program of cooperative research.

In recognition of these needs, the highway administrators
of the American Association of State Highway Officials
initiated in 1962 an objective national highway research
program employing modern scientific techniques. This
program is supported on a continuing basis by funds from
participating member states of the Association and it re-
ceives the full cooperation and support of the Federal
Highway Administration, United States Department of
Transportation.

The Highway Research Board of the National Academy

of Sciences-National Research Council was requested by

the Association to administer the research program because
of the Board’s recognized objectivity and understanding of
modern research practices. The Board is uniquely suited
for this purpose as: it maintains an extensive committee
structure from which authorities on any highway transpor-
tation subject may be drawn; it possesses avenues of com-
munications and cooperation with federal, state, and local
governmental agencies, universities, and industry; its rela-
tionship to its parent organization, the National Academy
of Sciences, a private, nonprofit institution, is an insurance
of objectivity; it maintains a full-time research correlation
staff of specialists in highway transportation matters to
bring the findings of research directly to those who are in
a position to use them.

The program is developed on the basis of research needs
identified by chief administrators of the highway depart-
ments and by committees of AASHO. Each year, specific
areas of research needs to be included in the program are
proposed to the Academy and the Board by the American
Association of State Highway Officials. Research projects
to fulfill these needs are defined by the Board, and qualified
research agencies are selected from those that have sub-
mitted proposals. Administration and surveillance of re-
search contracts are responsibilities of the Academy and
its Highway Research Board.

The needs for highway research are many, and the
National Cooperative Highway Research Program can
make significant contributions to the solution of highway
tracsportation problems of mutual concern to many re-
sponsible groups. The program, however, is intended to
complement rather than to substitute for or duplicate other
highway research programs.
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FOREWORD

By Staff

Highway Research Board

A problem that continues to plague highway agencies is that of selecting optimum
culvert sizes for waterways based on (1) estimates of the magnitude and frequency
of peak flows from small rural watersheds (less than 25 square miles), (2) the
relative cost of facilities necessary to accommodate the estimated flows, and (3)
the possible effects of flows in excess of the estimates used for design purposes.
Although this report does not resolve the problem, it does provide valuable insight
into the difficulties associated with attempts to develop improved methods for
estimating peak runoff rates of various return periods for small ungaged rural
watersheds throughout the United States. It should be of considerable practical
value to agencies that lack well-developed local or regional methods for predicting
flood flows and frequencies. Hydrologists and researchers working in this problem
area undoubtedly will find the report of interest and value.

A basic problem in designing highway bridges or culverts for stream crossings
is the determination of the flow to be accommodated. This involves estimating the
magnitude of peak flows or floods at various frequencies for the particular drainage
area under consideration. For major stream crossings, such an estimate normally
is made on the basis of hydrologic analysis of the drainage area and the stream,
characteristics of the climate, and accumulated stream flow data. However, prob-
ably all small rural watersheds are ungaged. Thus, the engineer generally is nearly
always required to estimate the design flow for small drainage areas on the basis of
limited topographic and climatic data.

In the late 1940’s, cooperative stream gaging programs were begun between
state highway departments and the U.S. Geological Survey to collect runoff data
from selected small rural watersheds. Other agencies also have been gathering
information to obtain a better understanding of the phenomena involved in the
generation of runoff from small drainage areas. NCHRP Project 15-4 was under-
taken with the expectation that the data and experiences accumulated since about
1950 from the gaging programs would provide a basis for the development of im-
proved practical methods for predicting flood flows for small ungaged rural water-
sheds. To accomplish project objectives, researchers of The Travelers Research
Corporation (now The Center for the Environment and Man) conducted an analysis
involving a stepwise multiple regression technique using predictor variables. The
selection of effective predictors from a large set of possible choices was based on
computed coefficients of correlation between the predictant (peak runoff) and each
predictor.

When the study was initiated, it was anticipated that data would be available
for about 1,000 small watersheds throughout the United States. However, about
one-half of the original watersheds identified were eliminated from the study be-
cause of the short period for which hydrologic data were available and the lack of



adequate topographic information. After careful screening, the data sample finally
selected consisted of 493 watersheds. All are 25 square miles or less in area, are
rural in nature, are without significant pondage, have a minimum of 12 years of
acceptable annual runoff records, and have adequate topographic, physiographic,
and climatic information available. The accumulated data, consisting of 116 pieces
of information for each of the 493 watersheds, have been compiled as the National
Small Streams Data Inventory (NSSDI) and placed on magnetic tape (available
from the Assistant Chief Hydrologist, Scientific Publications and Data Manage-
ment, U.S. Geological Survey, Washington, D.C. 20242).

Practically all previous studies have suffered from a lack of adequate verifica-
tion of the flood prediction method that was developed. It is well known that a
prediction method that produces satisfactory results when tested on its own develop-
mental data sample may fail when applied to other problems. For this reason, the
analysis program was conducted by using data from 395 of the watersheds, and an
1nd¢endent sample of 98 Watersheds was. withheld for verification of the prediction
equations. In Tn addition, the 1ndependent sample was used to evaluate prediction
methods currently being used by state highway departments.

As a result of the analysis, it was found that topographic characteristics of the
basins have higher predictive capabilities for estimating peak runoffs than do hydro-
logic-climatic or physiographic variables. Three sets of prediction equations were
finally selected as appearing to have a predictive capability for flood flows of various
frequencies for the entire U. S. that was about equal to the predictive capability of
the aggregate of ‘the 31 state hlghway department methods when each state method
was applied within its own state. It should be noted, however, that this study indi-
cates that approximately two-thirds of highway department hydrologic predictions
for small rural drainage basis in the contiguous U.S. may be in error by more than
25 percent, and that one in five probably is overestimated by a factor of 3.

The findings of this study indicate that presently used methods for estlmatmg
runoff from ungaged rural watersheds are unsatisfactory on a nationwide “basis.
Consequently, designers should make the best possible use of existing prediction
methods, with full realization of the high probability of error, and give careful con-
sideration to the increased cost of overdesign versus the possible consequences of
an underestimation of peak flow. Short-range research efforts should be concen-
trated on the development of improved local and regional methods for estimating
peak flows based on use of data collected during this study and obtained in future
years as the data base is strengthened. o
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CHAPTER ONE

ESTIMATING PEAK RUNOFF
RATES FROM UNGAGED
SMALL RURAL WATERSHEDS

INTRODUCTION AND RESEARCH APPROACH

One of the classical hydrologic problems yet unsolved is
that of estimating floods of various frequencies from un-
gaged small rural watersheds. This problem exists today
because of lack of basic understandmg of hydrologic phe-
nomena and the lack 6f systematlc observafional data. The
lack of understanding and data have inhibited both the
development of concepts and the verification and improve-
ment of existing methodologies.

Many design engineers and hydrologists consider present
methods as inadequate for estimating peak flow rates from
ungaged small rural drainage basins. As a result there is
no generally accepted design method. The plethora of
methods being used throughout the United States and
within individual states has produced inconsistent estimates
of magnitudes of floods of various frequencies.

The societal purpose of small drainage facilities such as
highway culverts is to provide for the safety and conveni-
ence of the public in an economic manner. The sound
hydrologic design of small drainage facilities affects com-
merce, industry, transportation, and practically every sec-
tion of public and private engineering works.

In particular, the economic importance of highway
drainage structures is becoming increasingly evident. Ap-
proximately $500 million is being spent annually for high-
way culverts and small bridges. This represents 15 percent
of the total annual cost of interstate and state highways for
construction and maintenance.

Runoff data from small watersheds have increased greatly
in the last decade. In the late 1940’s, cooperative stream
gaging programs began between a few state highway de-
partments and the U.S. Geological Survey. In fiscal 1968,
the total funds for all cooperative USGS-state highway
department programs amounted to some $1 million. This
program includes some 42 states involving nearly 2,000
gaged watersheds, In addition, a few other states have
sponsored similar studies through other funding. Thus,
at the start of the study in 1967 the base of runoff data
from small watersheds had grown to the point where
meaningful studies on a nationwide basis could be expected.

In parallel with the growth of runoff data, considerable

progress had been made in recent years in research meth-
odologies of watershed modeling, in stochastic approaches
to the generation of synthetic series of hydrological events,
in statistical procedures for analyzing hydrological data, in
the accumulation of hydrologically-related data (such as
meteorological, physiographic, and geologic data), and in
the development of computer capabilities. These develop-
ments also provided a basis for the initiation of compre-
hensive studies of peak flows from small watersheds.

OBIJECTIVES

The over-all objective of this study was to develop a better
method(s) for estimating the magnitude and frequency of
runoff from small rural watersheds (approximately 20
square miles or less).

The estimation method(s) were required to adhere to the
following constraints:

1. Require only data that can be readily obtained by the
designers.

2. Use parameters and functional relationships that are
logically justified.

3. Take cognizance of differences due to geographical
characteristics.

4. Present the information desired in a readily usable
form.

This over-all objective and the four constraints were
formulated to adhere to the practical requirements of high-
way design engineers in the hydrologic design of small
drainage structures, partlcularly culverts and small bridge
openings.

It is emphasized that the objective of the study was to
develop a practical prediction method for estimating peak
runoff rates of various return periods for small ungaged
rural watersheds throughout the United States. This ob-
jective suggested certain limitations to the range of research
approaches. The pursuit of better physical understanding
of hydrological phenomena per se, though a laudable ob-
jective, could only be a supporting objective. Approaches



aimed at development of strictly local relationships, or
requiring considerable development of general research
methodologies, or research aimed primarily at elucidating
physical understanding of rainfall-runoff relationships that
were also considered to offer only long-range promise for
the development of a practical prediction method, were
discarded as being not appropriate for the stated objective
of ‘this study. However, considerable effort was devoted to
establishing a comprehensive rational basis for the develop-
ment of a practical prediction method.

THE ENGINEERING DESIGN PROBLEM

The sizing of waterway openings for small highway drain-
age structures depends on a number of considerations,
including hydrologic, structural, and economic factors; the
amount of vehicular use of the road and the types of user
traffic; the amount of expected future development of the
area; past experience as translated into design factors; loca-
tion in relation to nearby flood-sensitive areas (such as
schools, railroad embankments, important road intersec-
tions or interchanges); damage potential; maintenance re-
quirements; etc. Although all such factors are important
to design, this study considers only the hydrologic factors
that affect the estimation of magnitude and frequency of
peak runoff from small rural watersheds. Urbanized water-
sheds also are economically important, but these fall out-
side the scope of the present study.

The hydrologic design problem most routinely faced by
the highway design engineer is estimation of the peak rate
of flow (cfs) of a given return period for ungaged drainage
areas in which only easily obtainable standard information
is available. To be widely useful, the design method for
estimating peak flow must be relatively simple to apply. In
the engineering office, the time required for the hydrologic
design should be short; that is, less than one or two hours
at the most for standard design cases. Once the design
peak flow rate has been calculated, invert elevations, water-
way openings, hydraulic grade lines, surcharge conditions,
backwater curves, etc., can be determined as required.

For the design of most minor highway drainage struc-
tures, calculation of the entire hydrograph is not required;
only the peak flow rate is computed. For special design
situations where routing of various flows is required or
where the effects of storage are to be assessed, the calcula-
tion of the whole hydrograph is required. Hydrograph
synthesis, being a more specialized design. problem, falls
outside the scope of this study.

ORGANIZATION OF THE REPORT

The body of the report summarizes the main features of
the study, including background information, research data
and methodology, and findings and conclusions. Three
new equations for estimating peak flows for ungaged small
rural watersheds are presented. These equations are com-
pared with methods presently used by state highway de-
partments. An up-to-date bibliography is given.

Nine appendices are included. New information in-
cludes: 84 sets of flood-flow equations for small rural

areas; a /comprchensive analysis showing that the log-
normal distribution is better than both the log-Pearson
Type III and the Gumbel distribution for estimating the
maximum annual peak runoffs from small rural basins; and
computer-derived maps of 5-, 10-, 15-, and 30-min pre-
cipitation amounts for the 25-year frequency for the con-
tiguous United States. (These maps are derived from the
four appropriate sets of precipitation data, whereas USWB
Technical Paper No. 40 assumes a single constant relation-
ship to the 60-min duration precipitation for each of the
5-, 10-, 15-, and 30-min durations.)

™ A separate volume containing computer listings of the

! “National Small Streams Data Inventory” (NSSDI) is avail-

" able on a loan basis by contacting the Program Director,

. NCHRP. A description of the NSSDI is contained in
Appendix E.

RESEARCH APPROACH

Simply stated, the over-all objective of this study was to
develop a practical prediction method for estimating flood
magnitudes of various frequencies from ungaged small
rural basins (less than 25 sq mi) throughout the contiguous
United States using readily available data. The rationale
for selection and formulation of the research approach of
this study was to use that approach believed to have the
best likelihood of achieving the stated objective.

Hydrograph Synthesis

Several research approaches were considered. One imn-
portant traditional approach involves synthesis of hydro-
graphs for gaged areas. This requires development of
rainfall-runoff relationships and subsequent translation of
these relationships to ungaged areas using all available
techniques, including statistical methods for generalizing
many types of hydrologic variables, and use of judgment
and empirical evidence. The hydrograph approach re-
quires coordinated rainfall-runoff data (lacking for small
rural basins on a national basis), estimation on a national
basis of relevant precipitation and climatic characteristics
that cause design-type floods, and translation of these
relationships from gaged situations to ungaged situations.
This approach seems most appropriate at the present state
of knowledge for gaining understanding of hydrologic
phenomena rather than for development of practical
countrywide design procedures.

One of the best-knowmrexamples of hydrograph synthesis
is the Stanford Watershed Model developed by Crawford
and Linsley (16, 17) and adapted by Clarke (/5) and
Miller (34) to small watersheds. This mathematical simu-
lation model of the land phase of the hydrologic cycle uses
a moisture accounting procedure. The model provides a
step-by-step accounting of precipitation, evaporation, inter-
ception and depression storage, soil moisture, ground water,
subsurface flow, interflow, surface runoff, and stream flow.
The computer program requires as input data hourly pre-
cipitation, average daily evaporation by 10-day periods, a
time-area histogram used for channel routing, and values
of the previously listed basin parameters, including four
values describing initial moisture storage. The model syn-



thesizes a continuous hydrograph for gaged watersheds
under specific input and initial conditions.

Clarke (I5) applied the Stanford Watershed Model con-
cepts to a single watershed in Kentucky to estimate flood
peaks and to correlate the resulting runoff coefficient used
in the Rational Equation (Q =C 1 A) to six arbitrarily
selected basin characteristics. Miller (34) extended Clarke’s
study to 39 watersheds less than 20 sq mi in area with a
minimum of 10 years stream flow data. Miller concluded:
“Further studies are needed to verify this hypothesized
relationship (between watershed characteristics and the
Stanford Watershed Model parameters).”

The Stanford Watershed Model concept is an important
research development, but its use is deemed premature at
this time for developing practical design methods for un-
gaged rural areas on a national basis. The requirements
for adequate data, particularly for rainfall and soil perme-
ability by depth for all design situations throughout the
country, pose serious difficulties in adapting its use for
routine design.

Instantaneous Unit Hydrograph

The concept of the unit hydrograph proposed by Sherman
(48) develops a hydrograph of direct surface runoff from
a given basin due to a unit rainfall excess distributed uni-
formly over the entire basin for a duration less than the
time of concentration. Many rainfall-runoff relationships
based on the unit hydrograph concept have been developed.
The method is most useful for areas gaged for both rainfall
and runoff and depends on invariance and superposition
principles and the evaluation of the “rainfall excess” pa-
rameter. Snyder (51) correlated basin variables with unit
hydrograph variables of peak flow, basin lag, and the
hydrograph time base.

In 1945 Clark (I4) introduced the concept of the in-
stantaneous unit hydrograph (IUH), a hypothetical unit
hydrograph of unit rainfall excess and whose duration
approaches zero as a limit. Other investigators, including
Dooge (21), Nash (37), O’Donnell (39), Minshall (35),
Gray (25), Singh (49), Blank and Delleur (8), and
Schmer (46), provided theoretical, mathematical, and prac-
tical improvements and extensions to the TUH procedure.

Blank and Delleur (8) used a linear systems analysis
technique to evaluate the kernel function within the con-
volution integral equation. Three theoretical examples, for
which the kernels were known, were analyzed, resulting in

an accurate reproduction of-both the theoretical kernel and-

output functions (direct surface runoff hydrograph). The
investigations are in the mathematical and conceptual de-
velopment stage. Hydrologic, precipitation, and geomor-
phological data have been collected for 55 watersheds in
Indiana ranging from about 2 to 300 sq mi. Future studies
contemplate the collection of more data and the further
development of design procedures.

The recent study by Schmer (46) using a linear convo-
lution model for approximating the rainfall-runoff phe-
nomena yielded good results for two small drainage basins
in Texas. However, Schmer concludes, “The direct appli-
cation of the proposed model is not feasible from an
engineering design point of view until simple, inexpensive

techniques have been developed for selecting the general-
ized transfer function.” Other practical problems include
lack of coordinated rainfall-runoff data on a national basis,
correlation analysis of drainage basin and hydrologic-
climatic characteristics, and sufficient verification of the
IUH on independent data.

Hydrologic Engineering Design Approaches

Chow (I3) has reported on a comprehensive summary of
various methods for the hydrologic determination of water-
way areas for the design of small drainage structures.
More than 100 equations and methods are presented dating
back to 1852. More than 50 variables of all kinds are
included in the equations. Chow classifies the methods into
nine categories—ijudgment, classification and diagnosis,
empirical rules, formulas, tables and curves, direct observa-
tions, rational method, correlation analysis, and hydro-
graph synthesis. He also presents a summary of hydrologic__
design practices of 43 states as of 1962. Among the 43 i
states, the most widely used methods are: 58 percent use

the Talbot method, 26 percent use U.S. Geological Survey
methods, 23 percent use the rational method (@ =C14),

etc. Many states use several methods, depending on water-
shed size, degree of development, location, and other con-
siderations. Some states apply several methods, choosing
a design result based on subjective criteria. It is generally
recognized that the Talbot method (1887) and the rational
method (1889) lack an analytical basis and suffer from
lack of developmental and verification data. As an exam-
ple of the USGS method, the Bigwood-Thomas equation
for Connecticut (7) is derived from statistical analysis of
historical streamflow records, including the development of
a mean annual flood value (MAF) for a given location

which can be translated to flood flows of various frequen-

cies. Regionalization techniques using basin and climatic
variables are used to translate the results for use on un-
gaged areas. However, it is recognized that the central
problem is that of translating from the gaged to the un-
gaged situation.

Some state highway departments have adopted the
Bureau of Public Roads method (42), which requires com-
putation of a topographic index (7), a rainfall index
(P-index), and identification of the zone in which the
watershed is located. Basically, the value of the 10-year
flood is estimated and the magnitudes of other flood fre-
quencies are found through use of curves related to the

10-year flood. States that use this method are Virginia, '

Pennsylvania, New York, Arkansas, Vermont, and Michi-

gan. Other states, not containing any of the basins used i in :

this study, also may use the BPR method.

Many state highway departments use methods that are
strictly for local use. These methods include regression
equations (curves developed from local data relating runoff
with area, slope, vegetal cover, etc.), nomographs, pre-
cipitation indices, maps of runoff coefficients, etc.

The Soil Conservation Service (53) has developed a
method for estimating peak flows for 'small farm-type
basins (less than 2,000 acres and watershed slopes less
than 30 percent). Peak discharge is related to drainage
area, 24-hr rainfall amounts (from U.S. Weather Bureau



Tech. Paper No. 40), two types of rainfall time distribu-
tions, three categories of average watershed slopes, and
watershed characteristics (land-use practices, hydrologic
conditions, and hydrologic soil groups A, B, C, D). Charts
are presented for easy application of the SCS method.

Statistical Approaches

In addition to the hydrograph synthesis methods, unit
hydrograph methods, and locally derived methods, various
statistical methods were considered for use in this study.
These included stepwise multiple regression, principal com-
ponent analysis, factor analysis, and synthetic hydrology.
Diaz et al. (20) provides an evaluation of the various
techniques:

Opinions on the relative merits of normal multiple
regression compared with multivariate analysis in study-
ing hydrologic relationships differ with various investi-
gators. Mustonen (36), in a study of the effects of
climatic and basin characteristics on annual runoff, con-
cluded that normal multiple regression is an appropri-
ate method for studying hydrologic relationships and
that, when studying general hydrologic laws, it is hardly
worthwhile to use the more complicated multivariate
methods, Matalas and Reiher (32) concluded that fac-
tor analysis is still largely undeveloped technically, and
there are serious doubts as to its usefulness. However,
the limitations of the normal multiple regression ap-
proach to water yield studies was pointed out in detail
by Sharp et al. (47). Snyder (51) concluded that, for
hydrologic studies, multivariate analysis offers the more
satisfactory solution to the problem of estimating inde-
pendent effects when the independent variables are cor-
related. He also suggested that component and factor
analysis in hydrologic applications be investigated. Wallis
(58), in a discussion of multivariate statistical methods
in hydrology, recommends for multifactor hydrologic
problems the use of principal component regression with
varimax rotation of the factor weight matrix. The Ten-
nessee Valley Authority (55) used factor analysis in the
design of a hydrologic condition survey. Dawdy and
Feth (19) used factor analysis in a study of ground water
quality.

Wong (62) developed a multivariate statistical model
for predicting mean annual floods in New England for
basins of 10 to 2,000 sq mi using length of main stream
and average land slope as predictor variables.

Lewis and Williams (30) applied multivariate statistical
methods to five Montana watersheds for 50 runoff events
using 29 independent variables. He concluded:

The principal-component and rotated-factor regres-
sion equations for the peak discharge rate and runoff =
volume from the watersheds were not as consistent as
expected. When variables were discarded for the ro-
tated-factor regression equations, some relationships of
dependent and independent variables became intuitively
incorrect, especially when only six independent variables
were used. In summary, it would seem that the equations
for peak discharge rate and total runoff were theoreti-
cally accurate, but the sensibility of the coefficients was
not as consistent as the literature had predicted.

Osborn and Lane (40), using simple linear regression
models, found that peak rates of runoff for four small
semi-arid watersheds (0.56 to 11.0 acres) were strongly
correlated to 15-min depth of precipitation for short return
period events. However, the authors state: “It is possible

that these models will not accurately predict the low-
frequency events.”

In recent times, “synthetic or stochastic hydrology” has
been used to develop a long hydrologic series from histori-
cal data based on the statistical parameters exhibited by
the short sample. Benson and Matalas (5) recognize two
major deficiencies—large errors due to sampling errors of
the original sample, and the inability to generate a series
for an ungaged basin. To adjust these deficiencies, in a
study of the Potomac Basin, they used a multiple regres-
sion technique to derive relationships between monthly
flows and physical and climatic variables of the basin. The
six predictors used were: watershed area, mean annual
precipitation (MAP), mean annual snowfall, stream slope,
forested area (%), and area of lakes and ponds (% ). The
authors report: “The variables that are found to be related
do not vary consistently from month to month, and the
equations are therefore somewhat questionable,”

The major problem faced by investigators attacking the
classical hydrologic problem of flow estimation for un-
gaged basins is in the insufficient understanding of hydro-
logic phenomena. Hydrologists have not been able to
develop general physical-mathematical equations that de-
scribe the causal relationships from input to a hydrologic
system (such as a small rural drainage basin) to the output
hydrograph. For example, Sittner et al. (50) wrote:

In runoff analysis there is no rational technique for
completely and accurately delineating the various flow
components that together define the hydrograph. Fur-
ther, the decision as to how many components to recog-
nize is somewhat arbitrary.

The same views are held by Merva et al. (33):

Hydrologists do not have at hand a general functional
form relating watershed runoff to the climatic and phys-
iographic parameters that must be used to describe the
runoff process. Even more important, no analytical
means of defining the proper parameters for a general
functional form are available.

They also describe a probabalistic approach using the
analogy between the path of water on a watershed surface
and the phenomenon of Brownian motion. The work is in
the theoretical stage of development.

The difficulty in relating runoff to watershed variables
was stated by W. M. McMaster at a Technical Confer-
ence on Small Stream Flood Frequency attended by the
U.S. Geological Survey personnel (24):

In summary, it appears tliat a method for rigorous or
even closely approximate evaluations of the effects of
cover, soils, and geology on flood flow is not likely to be
developed.

In addition to lack of basic hydrologic understanding of
runoff relationships, practically all previous studies (in-
cluding those reported hgre) have suffered from lack of
verification of the flood-prediction equation using data that
were not used in the developifient of the- equatiofi” itself.
It is well known that minimization techniques can produce
optimum or near optimum results when the prediction
equation is tested on its own developmental sample. How-
ever, verification using independent data is the only valid
procedure for testing prediction equations for the general



case. Consequently, practically all the flood prediction
equations, notably for small rural basins, lack adequate
quantitative verification.

Stepwise Screening Regression Technique

Some writers in the hydrologic literature have implied that
ordinary multiple regression analysis yields a valid predic-
tion equation only if the predictors are truly independent.
Independence in the statistical sense means that the simple
correlation coefficients between predictors are zero. In
hydrologic problems, it has been found that the predictor
variables are usually correlated in varying degrees. Con-
sequently, some hydrologic investigators have used multi-
variate techniques (such as principal component analysis)
to overcome this difficulty even though this procedure has
been demonstrated to reduce R? (the square of the multiple
regression coefficient).

However, according to Brownlee (64, p. 422) there is
no requirement in the regression analysis that predictors
be independent. He states:

We assume that 5 is a simple linear function of two “in-
dependent variables” x; and x,:
n=a+B:(n—71) 4 B:(x: —¥3).

Although this is standard terminology for x: and x., it
is misleading in that there is no requirement that x, and
x2 be independent in the statistical sense.

Stepwise multiple regression analysis using predictor
variables regardless of independence is used in this study.
The stepwise multiple regression technique (see Appendix
G) is rapid and efficient and permits evaluation of the
predictive capability of each predictor in a stepwise fashion
until the point is reached where the addition of another
predictor does not meet a selected significance level. The
technique is flexible in that the matrix of predictors and
the predictor forms can be easily changed. The stepwise
multiple regression technique also serves as both the initial
and final steps in the multiple regression analysis of non-
linear variables. It is recognized that physical interpreta-
tion cannot be imputed to the sign and magnitude of the
regression coefficients. It is also recognized that although
the regression equation serves as an efficient prediction
equation of flood magnitudes (prediction is intended), it
is not intended as a statement of hydrologic cause-effect
relationships.

The selection of effective predictors from a large set of
possible choices is conducted in an- ebjective, stepwise
manner. It is based on computed correlation coefficients
between the predictand (peak runoff) and each of the
predictors individually and in combination with the pre-
viously selected variables. The predictors can take on any
number of numeric forms—arithmetic, logarithmic, binary,
or nonlinear—either uniquely or in conjunction with other
forms. Regardless of the form of the predictand and se-
lected predictors, the predictand is expressed as a linear
function of the selected predictors with the coefficients
being determined by the method of least squares.

The accuracy of the estimation equations developed in
this study and previously developed methods was evaluated
by three statistical procedures: root-mean-square-error

analysis, sign test comparison, and the frequency distribu-
tion of estimation errors. These and the regression analysis
technique are described in detail in Appendix G.

Additionally, extreme-value statistical analysis techniques
were utilized to compute return period values of peak
runoff and short-duration precipitation from annual maxi-
mum observations. These techniques are discussed in
Appendices B and C, respectively.

GENERAL OUTLINE OF SELECTED RESEARCH APPROACH

The research approach finally adopted in this study es-
sentially followed along the lines of prediction schemes
derived by meteorologists in attacking meteorological fore-
casting problems, For example, one meteorological prob-
lem is to forecast the ceiling heights at airports scattered
throughout the northern hemisphere for periods of 1 hr,
2 hr, and 12 hr into the future, using routinely available
meteorological data. The forecast technique must be
readily usable by the weather forecaster in real time, be
logically justifiable, and provide the forecaster with some
measure of the reliability of the forecast. This meteoro-
logical forecast problem is analogous to the hydrologic
problem of predicting flood flows of various frequencies.

The Data

The data used in this study are described in Appendices
E (NSSDI) and F. Appendix F describes the criteria for
selection of the study basins, defines the basin character-
istics, the hydrologic-climatic and physiographic parame-
ters, and describes the computer assembly of the data
sample.

The NSSDI contains printed data concerning 116 pieces
of information for each of the 493 watersheds used in this
investigation. The specific variables are listed in four
groupings: peak discharge, topographic, hydrologic-cli-
matic, and physiographic. 2 epee

Information about the magnetic tapes containing the
complete data record for the 493 watersheds (and for
another 179 stations with peak discharge records between
5 and 12 years) can be obtained by writing the Ass’t. Chief
Hydrologist, Scientific Publications and Data Management,
U.S. Geological Survey, Washington, D.C. 20242.

In summary, the processed data sample consists of (a)
peak discharge, (b) topographic parameters, (c¢) hydro-
logical and climatic factors, and (d) physiographic (soil)
parameters. The data samples were developed from 493
watersheds distributed across the United States (Fig. 1).
These watersheds are of 25 sq mi or less, rural, and with-
out any significant pondage, diversion, or regulation of the
flow. Seventy-five percent of the runoff records comprised
15 years or more of acceptable annual values, no record
was for less than 12 years, and the mean time of record
was 18.3 years.

The analyses of peak runoff were developed from pub-
lished USGS annual maximum peak discharge values.
Topographic information was obtained from USGS quad-
rangle maps. Hydrologic and climatic data were drawn
mainly from ESSA Weather Bureau sources. Physiographic
information was obtained from SCS sources. Information

oo
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obtained by questionnaires sent to USGS district engineers
and SCS state conservationists supplemented and validated
_ many of the published data.

~ Thus, the study is based on a data sample comprising
* more than 9,000 station-years of record from small rural
watersheds throughout the United States. These data rep-
resent the largest number of basins, the largest number of
hydrologic variables, the largest number of functional
forms of the variables, and the broadest geographic cov-
erage assembled to date concerning small rural drainage
_ basins,

S
J. i € -

Framework of Experiments

A series of experiments (see Appendix H) was conducted
to test various hypotheses leading toward the development
of equations for estimating the magnitude and frequency
of runoff from small rural watersheds. As used here, an
experiment consists of applying a statistical technique to
the data and interpreting the results based on hydrologic
and statistical reasoning. The hypotheses tested fell into
five general phases.

In Phase I, the predictor variables were divided into
three “basic types: topographic, hydrologic-climatic, and
physiographic. The stepwise regression technique was ap-
plied to various sets of predictor variables to obtain equa-
tions expressing runoff as functions of only a restricted set
of variables.

“In Phase 11, the form of the variables was investigated.
The predlciand variables, O, Q,,, Q0 Were used in both
their arithmetic form and in logarithmic form. The pre-
dictor variables were used in arithmetic, logarithmic, and
nonlinear forms. Using the dependent sample of 395
watersheds, the stepwise regression technique was applied
to develop estimation equations using various combina-
tions of forms of the variables (e.g., both predictand and
predictor in arithmetic form; log predictand and arithmetic
predictors; log predictand and nonlinear predictors).

In Phase III, several methods of stratifying the data
sample were formulated. The intent of stratification was
to identify sets of hydrologically homogeneous drainage
basins. Separate regression equations were developed for
each subset. This approach differs from the first and sec-
ond "phases, wherein relationships were developed on a
national basis using the full developmental sample of 395
watersheds to generate, for a given experiment, a single
national equation,

In Phase IV, stratification factors were introduced into
the development of national equations. Several of the
stratification factors were considered in binary, or dummy
variable, form as predictors, thus yielding a single national
equation with terms denoting the stratification factors (e.g.,
MAF and region of the country).

Practicality was the dominant consideration in Phase V.
All the possible predictors that had been considered in the
earlier experimentation could be obtained, in practice,
either through presently published sources or by means of
information that could be developed from the data base,
although in some cases considerable time would have to be
expended to obtain them. From a design point of view,
practicality and minimizing the time spent on determina-
tions of design discharge must be taken into consideration.
Therefore, a series of experiments was formulated and
tested in which only predictors that are quickly and easily
determined were considered.

A total of 24 hydrologic/statistical experiments (Table
H-1) were performed to develop methods for estimating
peak runoffs from small rural watersheds. These experi-
ments were developed from as many as 223 total pre-
dictors (101 in arithmetic form, 47 in logarithmic form,
and 75 in nonlinear form). These experiments produced
84 equations, of which 48 were single national equations
and the remaining 36 were sets of stratified equations (see
Appendix H).

The reduction of variance (R2?) for each prediction
equation and for each selected predictor in each prediction
equation was noted. Comparisons of errors of the various
prediction equations with errors produced by design meth-
ods used by 31 state highway departments were made based
on three verification schemes using an independent sample
of 98 basins withheld for the purposes of verification of the
prediction equations. The “error” is defined as the differ-
ence between the estimated peak flow and the peak flow
based on a log-normal distribution of the historical record.
The log-normal distribution was selected after exhaustive
tests of goodness-of-fit in comparison with other normally
used distributions (see Appendix B). )

The three prediction equations finally recommended (sée
Chapter Two) consist of two sets of national equations with -
stratification factors and another set of equations for “hy-
drologically homogeneous” basins stratified according to
indices of USGS mean annual flood. These three sets of
new equations appear to possess about equal predictive
capability among themselves for flood flows of various
frequencies for the nation as a whole and to possess about
the same predictive capability as the aggregate of the 31
state highway department design methods when each state
method is applied within its own state.

TERMINOLOGY

For the convenience of the reader, the principal symbols
used are listed in Appendix I; Table H-2 lists the 101 pre-
dictors (including 6 predictands) used in the stepwise re-
gression; and Tables E-1, E-2, and E-3 list the symbols of
the NSSDI.



CHAPTER TWO

FINDINGS

The results of the hydrologic-statistical experiments are
contained in the 34 tables and the discussions in Appen-
dix H. The main findings are summarized in the following.

The search for a set or sets of prediction equations for
estimating - peak runoff from small rural watersheds in-
volved formulation and testing of a considerable number
of hydrologically sound and statistically justifiable experi-
ments. A total of 24 iterated detailed experiments were
conducted that drew on the results of the preliminary stages
to formulate the later stages. The experiments were or-
ganized into five phases to examine: (1) the predictive
value of various sets of predictors; (2) the functional form
of the variables; (3) the stratification of the watersheds into
“homogeneous” (hydrologic, climatic, regional) subsets;
(4) the utility of stratification factors in the framework
of national equations; and (5) the degradation caused by
utilizing easily obtained parameters in place of other
parameters identified in the regression analysis.

In Phase I it was found that topographic variables, indi-
viduaily and as a set, have higher predictive value for peak
runoff than have the climatic and physiographic (soil)
variables. Among the topographic variables, the length of
tributaries (TRIB), area (4), and stream slope (S,,) are
the most important. Climatic variables as a set made sig-
nificant independent increases over topographic variables
in the reduction of variance of peak runoff (41.0 to
49.5 percent for the log Q,; relationship) whereas physio-
graphic (soil-type) variables did not contribute.

Regarding the functional form of the variables tested in
Phase II, an equation developed with a logarithmic pre-
dictand was retained by a process of elimination of other
forms. A standard linear regression equation form (see
Eq. G-1) was rejected because it can, on occasion, yield
negative estimates of peak discharge due to the form of
the predictand and the nature of regression. This problem

is eliminated by using a logarithmic predictand. Applica-

tion of a highly complex nonlinear regression technique to

“fhis problem did not yield significantly_better resyts than
the other simpler approaches; therefore, it was rejected due
to its complexity not only iii developing the relationships
but also in their subsequent application to other data
(ungaged watersheds).

Testing of nine alternative methods of stratifying into
more “homogeneous” subsets and developing separate
equations for each subset was conducted in Phase III. Of
the nine alternatives considered, three were clearly better
than the rest on the basis of root-mean-square error analy-
sis (RMSE) and a frequency distribution of percent errors.
They were stratifications based on five mean annual flood
categories (MAF;), three categories of mean annual tem-

perature (MAT), and two categories of mean basin eleva-
tion (E). Comparing these to the national equations re-
tained from Phase II showed the stratified equations to be
slightly better.

Several of the variables used to develop sets of stratifica-
tion equations were then introduced as potential predictors
of peak runoff in a national framework in Phase IV. It was
found that (a) the stratification factors that were selected
by the screening procedure increased the reduction of
variance 5 to 8 percentage points over comparable equa-
tions not using them and (b) on a sign test comparison
the national equation with stratification factors yields su-
perior results to both the best methods of stratification and
the best national equations not including stratification
effects.

In Phase V two national equations limited to a few
parameters that could be obtained quickly and easily by a
design engineer were developed and compared to the best
results achieved. Of the two, E-1 (which uses only 4 and
P,o_360) compared poorly, whereas E-2 yielded just slightly
poorer results than the best results achieved by the other
equations. The comparatively high predictive. capability of
E:%.L?RE‘?JM_}Q the inclusion of geographic regional
factors—REG; (Gulf), REG, (Midwest), and remainder
qf'ébﬁntryf-—and the mean annual flood (MAF) categories.

THREE RECOMMENDED HYDROLOGIC DESIGN
EQUATIONS

This study developed three sets of equations (D-3, E-2,
C-1) for estimating peak flows for ungaged, small, rural
basins of less than 25 sq mi that gave better results than
the other 81 equations formulated and tested in this study.

These three recommended sets of equations are as
follows:

Experiment D-3—(National Equation with Stratification
Factors) Logarithmic Regression
Equation )

Q.0 Equation

(log Q,4) =—2.54 + 0.77(log TRIB + L)
+ (log Py4_360)
+ 0.82(log MAF;) + 0.10(REG,)
— 0.66(log SHAPE) + 2.01 (log July T)
— 0.23(REG,) (AIV-19)

010 =3.82 X 10-3(TRIB 4 L)*77(Py4_560) '
(MAF;)°-22(SHAPE)-0-6¢

(July T) 2.01 1()0.10(REG,)~0.23(REG,) (AIV-Z())



Q. Equation

7N
(log Q.5) = —3.56 + 0.77(log TRIB 4 L)
+ 1.18(10g Pyo-360)
+ 0.79(log MAF;) + 0.13(REG,)
— 0.61(log SHAPE)
+ 2.63(log July T) — 0.28(REG;)
(AIV-21)

@25 =3.69 X 10~*(TRIB + L) %77 (P,4.-160) “'1®
(MAF;)°™(SHAPE)—°61

(July T)2-63 1(0-13(REG,)~0.28(REG,) (AIV-22)

Qso Equation

N
(log Q50) = —4.21 4+ 0.77(log TRIB + L)
+ 1.20(log Pyq-360)
+ 0.78(log MAF;) + 0.15(REG,)
+ 3.04(log July T)
— 0.31(REG;) — 0.58(log SHAPE)
(AIV-23)

050 = 8.60 X 10-5(TRIB + L) 7 (P1q_360) >
(MAF5)°-"8(Ju1y T) 3.04(SHAPE)—0.58

100-15(REG,)—0.31(REG,) (AIV-24)

Experiment E-2-—(Simplified National Equation with
Stratification Factors) Four or
Six Predictor

0,0 Equation

(log Q,0) = —3.23 4 0.71(log A) + 1.18(log P;4_360)
-+ 0.90(log MAF;) + 0.15(REG;)
+ 2.41(log July T) — 0.23(REG;)
(AV-11)

’Q‘10 =7.95 X 10-* A%71(Pyg_se0) - 1*(MAF;)0-90
(July T)2-41 X 100-15(REG,)-0.23(REG,) (AV-12)

Q,s Equation
S

(log Q,5) = —4.26 + 0.70(log A) + 1.21(log P1g-360)
+ 0.87(log MAF;) 4+ 0.19(REG,)
+ 3.05(log July T) — 0.28(REG;)
(AV-13)

D5 = 7.66 X 1075 A%T0( Py, _460) +*1(MAF;) 87
(July T)3.05 ¢ 100.19(REG,)~0.28 (REG) (AV-14)

Q5. Equation

(log Q50) = —4.93 4+ 0.70(log 4) + 1.22(log Py¢_360)
+ 0.20(REG,) + 0.86(log MAF;)
+ 3.46(log July T) — 0.32(REG,)
(AV-15)

Oso = 1.74 X 10-9(A) 0 7(Pyg_540) 22 (MAF; ) 058
(July T) 3.46 h ¢ 100.20(REG2)—0.32(RE63) (AV_16)

Experiment C-1-—Stratification Based on Mean Annual Flood
(MAF;)

Q.o Equation
(1) MAF;, =1(0< MAF £10)

(log Q,,) = —6.17 + 0.41(log T) + 2.97(log MAT)
+ 0.28(log TRIB) + 1.72(log P days)

(Alll-1a)
0,0 = 7.77 X 10-7(T) *41(MAT)27(TRIB) -2
(P days)1.72 (AIIl-2a)
(2) MAF, =2(10 < MAF < 30

(log Q1) = —9.05 + 6.02(log July T)
+ 0.36(log MAS) + 0.20(log TRIB)

(Alll-3a)
0,0 = 12.56 X 10-19(July T)%-92(MAS)?°-3
(TRIB)®-2° (Alll-4a)
(3) MAF; =3(30 < MAF < 50)
(log Q1) = 2.12 + 0.82(log A4) (AIlI-5a)
0.0 = 168 4082 (AIll-6a)

(4) MAF; =4(50 < MAF < 90)

(log Q,0) = —4.05 + 0.48(log T) + 0.082(log E)
+ 0.025(log TRIB) + 3.52(log Pot ET)
+ 0.48(log A) + 0.26(log 32 F days)
+ 0.34(log S,,) + 0.26(log T days)

(AIII-7a)
0., = 0.000099 (T)°-48 (E)®-282( TRIB)©-025
(Pot ET)3-52 (A)o.4s(32 F days)°-26
(8,0) 23+ (T days) -2 (AIll-8a)
(5) MAF, =S5(MAF > 90)
(log Q,0) = 3.50 -+ 0.42(log TRIB)
— 0.42(log S;4) (AIII-9a)
0,0 = 3827.23(TRIB) 0:42(,4) 042 (AIlI-10a)

Q.; Equation
(1) MAF;, =1(0< MAF £10)

(log Q.;) = —0.61 + 0.82(log T) + 2.13
(log MAT) + 0.37(log TRIB)

—0.85(log L) (AIII-1b)
0.5 = 0.30(T)°52(MAT) >**(TRIB) -3
(L)-08s (AIII-2b)
(2) MAF; =2(10 < MAF < 30)
(log Q.5) = —10.16 + 6.68(log July T)
+ 0.38(log MAS)
+ 0.19(log TRIB) (AIII-3b)
D25 = 1.06 X 101 (July T)5-53( MAS)0-38
(TRIB)o-10 (AIlL-4b)
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(3) MAF, =3(30< MAF < 50)

(fog 0,5) = 1.75 + 0.87(log A)
+ 0.75(log M24P)

D.s = 77.39(A4)°-57(M24P) 07
(4) MAF, =4(50 < MAF < 90)

(log Q.5) = 5.34 + 0.024(log T)
— 0.016(log P days) + 0.77(log A)

(AIlI-5b)
(AIII-6b)

+ 0.34(log T days) (AIII-7b)
D.; = 250701.36(T) 0924 (P days)—0-016
(A4)°7(T days) -3 (AIII-8b)
(5) MAF, =5(MAF > 90)
(log Q,;) = 4.16 + 0.77(log TRIB)
—0.52(8,,) —0.74(log 4)  (AIII-9b)
0.5 = 17939.01 (TRIB) 77
(S10)70-52(A4) 07 (AIII-1056)

Qso Equation
(1) MAF;, =1(0< MAF <10)

(log Q50) = —1.77 + 0.92(log T) + 2.72(log MAT)
+ 1.18(log DD)

— 1.35(log SHAPE) (AIll-1¢)
Qso = 2.04(T)°*2(MAT)?"2(DD)18
(SIY-IAPE)‘I'35 (AIll-2¢)

TABLE 1

GENERAL COMPARISON OF THREE BEST EQUATIONS
DEVELOPED IN THIS STUDY

D-3 (National equation with stratification factors)

1. Gives slightly better results than E-2 or C-1; namely,
smaller RMSE and fewer errors greater than 200%.

2. For @10, D Ox, the same five predictors are used in a
systematic manner.

3. Uses a regional variable.

4. Requires computation of lengths of tributaries.

E-2 (Simplified national equation with stratification factors)

1. Uses simple, readily computed predictors.

2. Gives results slightly poorer than D-3 and C-1.

3. For Qu, O, O, the same four predictors are used in a
systematic manner.

4. Uses a regional variable.

C-1 Stratification based on mean annual flood (MAF;)

1. Stratified into five sets based on MAF.

2. Gives results slightly poorer than D-3 and slightly better
than E-2.

3. Requires calculation of lengths of tributaries.

4. Uses a total of 15 equations for five MAF categories and
three peak flow return periods. Uses differing predictors in
the MAF categories and the three return periods.

5. Does not use a regional variable.

(2) MAF, = 2(10 < MAF < 30)
(log O0) = —11.55 + 7.48(log Tuly T)
+ 0.52(log MAS) (AIlI-3¢)
Do = 4.82 X 10-1°(July T)45(MAS)*52  (Alll-4c)
(3) MAF, = 3(30 < MAF < 50)
(log Qo) = 1.81 + 0.89(log 4)
+ 0.83(log M24P) (AIIL-5¢)
Vo = 91.73(A4) 059 (M24P)0-52 (AIII-6¢)

(4) MAF, =4(50 < MAF < 90)

P
(log Q5,) = 5.84 + 0.0072(log T)
— 1.76(log P days) + 0.78(log 4)

+ 0.35(log T days) (AIlI-7¢)
Qm) =7.89 X 105(T)0-2072(P days)~1-7
(A)°-"8(T days) 35 (AIII-8¢c)
(5) MAF, = S5(MAF > 90)
(log Q50) = 4.35 + 0.82(log TRIB)
— 0.55(og S;,) —0.84(log4) (AIII-9¢c)
Dso = 3.07 X 104(TRIB)®-82(S,,) 055
(A)-o84 (AIII-10c¢)

The previously listed equations give about equally ac-
curate predictive capability. The advantages and dis-
advantages of each are given in Table 1. It should be
noted that both D-3 and C-1 require the computation of
lengths of tributaries, a time-consuming task. From a
practical viewpoint E-2 is easiest to use because it contains
only predictors that are easily computed. However, the
choice among the three sets of equations ultimately lies
with the designer.

Comparison of the three sets of design equations de-
veloped in this study with methods presently used by state
highway departments indicates that the three equations
(D-3, E-2, C-1) are better in seven states, worse in eight
states, and inconclusive in another 16 states. Comparisons
were not made in the remaining 17 states of the contiguous
United States either because none of the 98 independent
basins used for verification was located in these states or
because their presently used design methods were not
available to this study.

The eight states that produced significantly better esti-
mates of runoff than any equation developed in this study
are Connecticut, Kentucky, Louisiana, Mississippi, New
Mexico, South Dakota, Utah, and Washington.

The seven states that produced significantly poorer esti-
mates of runoff than the three best equations developed in
this study are California, Idaho, Towa, North Carolina,
Oregon, Pennsylvania, and Virginia.

On the independent set of 98 basins, the equations
resulted in prediction errors of less than 25 percent in
approximately 28 percent of the basins for peak runoffs



of the 10-year return period. For 74 of the 98 basins,
35 percent of the errors using state highway department
methods were less than 25 percent. These two error
statistics are not statistically different.
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It thus appears that approximately two-thirds of highway
hydrologic designs in the contiguous U.S, are in error by
more than 25 percent for rural drainage basins of less than
25 sq mi. Further evaluations are given in Chapter Three.

CHAPTER THREE

INTERPRETATION, APPRAISAL, APPLICATION

COMPARISON WITH STATE HIGHWAY DEPARTMENT
PROCEDURES

The main emphasis in this chapter is to evaluate in practi-
“cal terms the three recommended design equations given in
Chapter Two. At the same time, hydrologic design pro-
cedures used by many state highway departments are
appraised against the available data.

A wide variety of methods for the estimation of floods
from small rural areas are currently in use throughout the
country. In general, the states differentiate between rural
and urban watersheds and the use of the “rational” method
is usually restricted to small watersheds of predominantly
urban nature.

Many states have adopted the Bureau of Public Roads
method for rural application. It requires computation of a
topographic index (7T), a rainfall index (P-index), and the
zone in which the watershed is located, as read from maps.
The value of Q,, is estimated and curves are generally
available to relate Q,, to other flood frequencies, States
that use this method are Virginia, Pennsylvania, New York,
Arkansas, Vermont, and Mlchlgan There may be other
states (not used for comparison in this study) that also use
this method.

Another common method makes use of USGS curves
developed from magnitude and frequency studies, from
which the value of the mean annual flood can be deter-
mined from curves for a given watershed area in square
miles. Another set of curves relates the mean annual flood
(2.33-year return period) with the floods of other frequen-
cies. Such curves have been developed by USGS for almost
all of the United States.

Other methods include regression equations; curves
developed from local data relating runoff with area, slope,
vegetal cover, etc.; nomograms; precipitation indices; etc.

To assess the potential value of the equations developed
in this study in relation to the existing methods, the equa-
tions developed in this study were compared with the state
highway department procedures, Drainage manuals and
other literature were obtained from the 31 states listed in
Table 2. Each state’s design practices were applied only to
watersheds within the state and only when the procedure

was clearly applicable. The total number of watersheds
for which state highway department estimates could be
made was 377, which represents about 75 percent of the

total sample.” Sevengy-four of these watersheds were part
of the independent portion of the data sample, which
totaled 98 cases. Table 3 gives the pertinent data for the
74 basins of the independent sample.

A sign test comparison (see Appendix G) was made of
the state’s estimation errors and errors made by two of
the equation sets (D-3 and C-1) developed in this study.
The comparisons with D-3 and C-1 were made for the 377
drainage basins in the 31 states for Q10 estimates only.
better than the D-3 eguation at the 95 percent confidence
level based on the binomial test were Connecticut, Missis-
sippi, Kentucky, South Dakota, New Mexico, Washington,
and Utah; Connecticut, Louisiana, Kentucky, South
Dakota, Washington, and Utah were similarly better than
the C-1 equations.

On the same basis, the D-3 equation was better than
the state methods in Pennsylvania, Virginia, Jowa, and

TABLE 2

STATES FROM WHICH HIGHWAY DEPARTMENT
DRAINAGE MANUALS WERE OBTAINED

- 1. Alabama i 16. Nebraska

2. Arkansas 17. New Mexico
3. California 18. New York

4. Colorado 19. North Carolina
5. Connecticut 20. North Dakota
6. Georgia 21. Oregon

7. 1daho 22. Pennsylvania
8. Illinois 23. South Dakota
9. lowa 24. Tennessee

10. Kentucky 25. Texas

11. Louisiana 26. Utah

12. Massachusetts 27. Vermont

13. Michigan 28. Virginia

14. Minnesota 29. Washington
15. Mississippi 30. West Virginia

31. Wisconsin
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TABLE 3

COMPARISON OF Qu, Q=, AND O VALUES FOR 74 INDEPENDENT WATERSHEDS
BASED ON VARIOUS METHODS OF CALCULATION

‘WATERSHED
LOG-NORMAL ANAL. STATE HWY. DEPT. C-1 EQUATIONS * D-3 EQUATIONS ®
USGS AREA
STATE GAGE NO. (sqMmi) Own O (0% [0 [0 Oso O QO Oso Q1o Ox QO
Connecticut 1-1880.00 412 593 802 951 760 — 1400 645 1167 1429 1056 1556 2053
West Virginia 3-0525.00 145 1346 1714 2005 2650 3400 3950 2477 3054 5350 2531 3634 4714
Mississippi 2-4856.50  5.85 2931 3947 4784 3255 4092 4743 6368 10744 14752 3971 5776 7550
7-2682.00  9.09 4907 7304 9448 3030 3838 4545 3956 6545 9018 1770 2529 3261
Taafdy 7 - . 13-2005.00 1580 152 213 264 640 1074 1545 344 377 352 138 183 223 ‘i
7 10-1225.00  13.00 1327173 207 186 2467 306 ~ 1252 1920 2635 678 1001 1322
Nebraska 6-7693.00  5.19 742 1455 2248 290 404 — 714 1163 1617 1313 2233 3190
6-7778.00  2.04 365 926 1576 172 239  — 331 515 701 596 1042 1513
6-7893.00 21.10 3138 7114 12076 805 1119  — 2146 3514 5036 2748 4739 6830
6-8397.00 72 234 368 476 343 471 @ — 62 152 267 111 195 282
6-6078.00  4.08 1635 2106 2480 1729 2404  — 3145 10153 ggs 54) 2728 4675 6738
———— 6-8064.40  10.00 10062 22767 38602 3960 5505  — 4004 6980 3836 6423 9096
6-8104.00 76 747 1014 1205 898 1248  — 258 429 507 488 830 1184
6-6088.00  6.50 3992 6872 9763 2244 3120 — 3671 9846 8149 4233 7168 10266
Kentucky 3-2890.00 24.00 1550 1957 2274 2360 2840 3220 2515 4767 6822 3490 5785 8124
f 3-3135.00 747 2011 2290 2491 1578 1817 2056 2732 2820 3994 918 1268 1598
North Carolit™-  3-4575.00 1440 1251 1509 1703 2467 3538 4655 1652 1892 2588 2459 3236 3978
2- 87240 25 132 175 209 49 71 93 458 766 1117 136 243 361
2- 92020 24.00 2153 3448 4675 1359 1949 2565 2178 3032 3025 1238 1950 2652
2-1033.90  7.56 267 339 395 490 702 924 760 905 985 519 848 1188
2-1335.90  4.66 166 222 267 164 236 310 678 807 1059 408 667 935
2-1086.30 10.00 1189 1902 2577 529 758 998 1303 1714 2081 886 1434 2002
Virginia 276500 920 90 H36 1135 1850 2300 2750 2640 2866 3474 1644 2437 3224
2- 156.00 11.30 1301 2059 2772 1364 1700 1900 714 1447 1958 991 1759 2286
3-1686.00 61 173 295 415 160 200 240 378 336 435 315 478 642
Oregon 14- 505.00 16.5 131 151 165 329 471 597 155 209 264 281 367 443
14-1849.00 .89 108 132 150 379 544 689 158 229 303 125 169 210
14-3121.00 242 251 290 318 600 860 1090 381 546 740 219 296 367
14-3702.00  3.16 388 489 569 933 1338 1694 397 598 813 304 448 588
Louisiana 7-3663.80 36 30 42 52 320 418 490 360 360 497 206 303 397
7-3776.50 73 . 250 429 582 823 1007 1193 419 808 861 420 625 828
Towa 5-4537.00 195 534 821 1083 630 720 900 574 1028 1256 1828 1377 1938
Utah 0-1435.00  3.15 25 35 43 42 715 117 98 98 114 68 101 133
0-1700.00  21.70 92 116 134 376 669 1043 459 478 580 299 426 548
Washington 2-1161.00 19 102 128 149 21 .26 30 29 47 43y 75 96 115-
2-1570.00 1540 240 276 302 218 272 313 560 1549 (1445 ) 939 1201~ 983 - -
4-2120.00 1830 1413 1716 1945 1376 1548 1806 1211 1811 27 1993 2651 3273
2- 505.00 1120 446 586 700 320 400 460 969 1194 1319 907 1195 1466
2- 655.00  1.51 199 245 280 205 256 294 149 249 C 198 254 305
2-1022.00 2.5 138 164 182 144 180 207  23%F 337 199 263 32t
2- 167.00 205 261 314 353 218 265 281 211 229 346 449 546
2- 427.00  2.03 706 819 900 1243 1554 1787 88 196 79 331 430 523
2-1072.00  2.17 133 175 209 9 120 138 351 332 433 230 309 382
4-1252.00 410 352 431 492 384 432 504 556 S71 773 235 312 382
2-1355.00 831 1852 2324 2692 2048 2560 2944 652 939 (§62) 655 855 1040
2-2007.00  2.58 65 81 93 48 58 61 198 383 362 497 625
4-2311.00  2.29 138 167 188 136 184 248 364 531 289 397 498
4-2481.00  1.13 159 198 227 176 198 231 153 143 213 221 292 359
2- 105.00 1640 2380 2721 2967 1760 2200 2530 1303 1758 1965 882 1179 1452
Alabama 2-4100.00  5.10 1270 1645 1943 1170 1320 1450 1671 3023 3569 1632 2275 2893
Massachusetts 1-1740.00 339 268 344 403 520 — 940 996 1557 2165 457 669 885
Michigan 4-1410.00 120 237 412 588 202 260 310 736 1153 1606 181 290 399
Colorado 7-1005.00  3.41 22 31 39 680 — — 112 137 155 121 184 246

~ -
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WATERSHED |
- LOG-NORMAL ANAL. STATE HWY. DEPT. C-1 EQUATIONS * D-3 EQUATIONS ? 0/5
USGS AREA %
STATE GAGE NO. (sqMmr) @ QOx Ow 0w O Os Qv 0Ox 0Ow Qs st};o ; 401
New Mexico 7-2010.00 14.40 2202 3742 5272 1170 1665 2160 1172 1339 2562 923 }9? 1870 3 ot
8-2535.00 2.50 17 21 25 68 91 106 33 73 74 75 7103 130 .~ 7
8-3177.00 1.50 1155 1899 2619 1053 1404 1872 519 781 1060 281 383
Tennessee 3-6005.00 17.50 2620 3266 3767 2360 3210 4040 1727 1532 1790 2693 3633
Pennsylvania 1-5525.00 23.80 3811 5086 6130 2750 3700 4100 3356 4353 S837 2412 3590 4754
South Dakota 6-4416.50 14.60 2402 5514 9434 829 1333 1705 198 244 437 731 1025
6-4788.00 14.80 589 1219 1952 676 1046 1397 667 1274 1989 1072 1869 2008
New York 1-5080.00 3.12 361 465 548 610 790 9200 527 629 647 535 764 986
1-4155.00 14.10 1575 2061 2452 3066 4494 5782 1780 2285 2490 1620 2295 2946
1-3280.00 14.70 1381 1714 1937 839 1251 1677 1696 3172 1224 1741 2235
California 11- 565.00 3.23 75 154 230 1200 1418 1637 12 60 119 177 277 376
11- 670.00 4.59 660 1212 1794 900 1125 1350 645 1371 1953 1246 1884 2526
11- 860.00 7.24 445 1057 1850 1934 2285 2637 939 2040 2937 1639 2471 3306
11-1000.00 9.71 1410 2671 4037 2934 3467 4000 1195 2636 3819 3332 4999 6694
11-1825.00 5.89 1316 2324 3357 1108 1293 1477 1521 2643 3199 585 818 1040
10-2580.00 16.70 901 2200 3918 3650 5070 6287 67 315 413 666 925
10-2818.00 18.20 115 153 185 2100 2625 3150 2003 2419 3342 638 818 984
11-3090.00 20.60 3025 4746 6349 2334 2771 3209 3403 4221 7444 3360 5093 6840
11-4400.00 22.10 1711 2856 3976 3326 3717 4109 2350 4217 6076 1863 2771 3670
10-3435.00 10.8 476 792 1101 2250 3000 3500 33 73 74 75 103 129
11-1284.00 11.5 2890 5043 7228 2333 2800 3150 1373 3055 4443 1351 1863 2360

2 Mean annual flood stratification (MAFs).

Idaho and the C-1 equations were better in Pennsylvania,
Virginia, North Carolina, Iowa, Oregon, and California.
--Of the eight states that produced better results than the |

/ D 3 or C-1 equations, seven used the USGS method ofs

mean annual flood (or some variant) either as the solec
method or as one of several methods employed in highway }

Of the seven states that produced poorer results than the
D-3 or C-1 equations, the following methods were used:
Bureau of Public Roads, Rational Method (Q=C14),
USGS MAF method, and various state-derived procedures.

Of the 31 states that could be tested, statistically signifi- ¢

cant comparisons could not be made between 16 states and

Sttt e :
D-3 or C-1 equations becaiise of either an insufficient
number of basins or lack of significant difference in the !

errors. These 16 states are Vermont, Massachusetts, New

York, Georgia, Alabama, Arkansas, Tennessee, West Vir-

ginia, Michigan, Wisconsin, Minnesota,  Illinois,
Dakota, Nebraska, Texas, and Colorado.

A test was made to evaluate the characteristics of the

prediction errors in the state highway department methods
for estimating Q,,. Only those states having 10 or more
basins of the total sample of basins were used for this
comparison to provide a fair basis for evaluation. The
results are summarized in Table 4. The aggregate of the
prediction errors in the 292 basins showed state methods
overestimate 148 trmes and underestlmate 144 tlmes This
indicates that for these states as a whole the number of
over- and underestimations tends to balance out,
However, individual states have biased methods. Cali-

fornia and Oregon have a significant number of overesti-

North !

i

{

b National equation with stratification factors.

mations, whereas Nebraska, North Carolina, and Washing-
ton have a significant number of underestimations.

Considering the magnitude and sign of the mean pre-
diction error (%), three states have sizable mean
overestimations: California, +78 percent; Oregon, +58
percent; and Virginia, +144 percent. Only Nebraska, of
the 11 states tested, appears to underestimate by a wide
margin, an average of —42 percent. The other states
underestimated by about 25 percent or less.

Miller (34) applied the Kentucky highway design pro-
cedures to 39 gaged watersheds in and near Kentucky and
compared these with the results of frequency analysis of
historical stream gage records. He reported that the
methods consistently underestimated the flood peak. Al-
though Table 4 shows that the mean prediction error for
the 11 Kentucky basins compared in this study is —26.78
percent; the number of underestimations (6) and overesti-
mations (5) is about the same.

Table 5 gives the frequency distribution of prediction
errors for estimating Q,, using the state highway depart-
ment methods on the researchers’ independent sample.
Seventy-four of the 98 basins could be compared. The
remaining 24 basins could not be compared because either
there were no independent basins in the 31 states whose
drainage manuals were available to the study or drainage
manuals were not available for those states that did con-
tain basins in the independent sample. Although these
basins are from this study’s independent sample, there is
no guarantee that some of the 74 basins were not part of
the developmental sample used in formulating individual
state highway department methods. This would introduce
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TABLE 4

PREDICTION ERRORS IN ESTIMATING Q. USING
STATE HIGHWAY DEPARTMENT METHODS *

TABLE 5

FREQUENCY DISTRIBUTION OF PREDICTION
ERRORS FOR ESTIMATING Q. USING STATE
METHODS ON INDEPENDENT * DATA (74 BASINS)

LI B

MEAN ESTIMATIONS (NO.)

NO.OF  ERROR - ERROR RANGE NO. OF
STATE BASINS (%) OVER UNDER (%) ERRORS
California 54 + 78.05 44 10 —100 to — 50.1 _8 )
Kentucky 11 — 26.78 5 6 — 50 to — 25.1 9 By
Mississippi 13 — 16.35 6 7 — 25 to — 101 ¢ .6 -
Nebraska 38 — 4263 11 27 — 10 to— 0 L “.;43\3 .
New Mexico 14 — 13.79 8 6 0 to+ 10 3 (s e ro0 o
North Carolina 31 — 13.40 9 22 + 10.1 to 4 25 7
Oregon 29 4 58.39 26 3 + 25.1 to 4+ 50 4
Pennsylvania 10 — 2546 3 7 -4+ 50.1 to 4100 10
Utah 14 — 215 7 7 +100.1 to 4200 1
_ Virginia 10 +144.21 6 4 >200 16
Wesagon @ -0 B 4 Toa z
Total 292 148 144

* Includes only states containing 10 or more basins (either in the de-
pendent or independent ple of the total 493 basins).

an unknown favorable bias to the distribution of prediction
errors for the state methods.

“Table 5 indicates that about 35 percent of the errors fall
[vithin +25 percent, about 38 percent fall within the range

'of +25 to 4100 percent and —25 to —100 percent, and

ot 0;3" 0;21 percent are greater than 4200 percent, This sample

' indicates that about one-third of the designs are of reason-
| able accuracy (=25 percent), whereas one in five is over-
.. designed by a factor of 3.

.~ Similar comparisons of the D-3 and C-1 prediction errors

" for the 98 independent basins show that 28 percent of the

errors fall within 25 percent, about 45 percent fall within
the range of +25 to +100 percent and —25 to —100 per-

\ cent, and 16 percent are greater than +200 percent.

It seems, therefore, that the D-3 and C-1 prediction
equations compare favorably with the individual state
methods on the whole, being better in some states, worse in
some, and essentially the same in the rest.

EXAMPLE OF APPLICATION OF DESIGN EQUATIONS

Of the 84 sets of equations developed in this study (Ap-
pendix A), 3 sets (D-3, E-2, C-1) were found to be
superior and are regrouped in Chapter Two. A typical
design problem is given in the following.

Hilustrative Problem

Using the D-3, E-2, and C-1 equations, estimate the 10-year
peak flood (Q,,) for the hydrologic design of a highway
culvert draining an 11.60-sq-mi drainage basin located at
Lat. 41.18.10 Long, 72.31.00 in Connecticut. The basin
is predominantly rural, without significant man-made struc-
tures such as diversions, impoundments, or sewers, and
only a small percentage of the total area is in lakes, ponds,
and marshes. Other pertinent characteristics of the basin
are given as required for the application of each equation.

# The basins selected were all from this study’s independent sample of
98 basins withheld for the purpose of verification. There is no guarantee
that some of the 74 basins are not part of the development sample used
in developing individual state highway department methods.

National Equation with Siratification Factors (D-3)

This @m equation is Eq. AIV-20. Equations for @5, Oss,
and Q,, given as Eqs. AIV-18, AIV-22, and AIV-24.

@w =3.82 X 1023 (TRIB + L) 77 (P;4_s60) !¢ (MAF;) 082
X (SHAPE)O.GG (July T) 2.01 X loo.lo(Regg)—o.zs(Regl)
(AIV-20)

The values of the predictors in this equation are obtained
as follows:

1. (TRIB) =21.55 mi. This is the length of all tribu-
taries measured to the nearest 0.1 mile
using the blue lines on the topographic
map (USGS quadrangle sheets 1:62,500
or 1:24,000). The tributary lines are
not extended to the watershed boundary.
The actual graphical measuring proce-
dure for (TRIB) can be time consuming
for basins with numerous tributaries,

2. (L) =10.80 mi. This is the length of the main
stem measured to the nearest 0.1 mile
using the blue lines and dotted blue lines
(on USGS quadrangle sheets 1:62,500
or 1:24,000) extended to the watershed
boundary in accordance with the con-
tour pattern and presence or absence of

a headwater spring, lake, or marsh area.
3. (TRIB + L) =32.35 mi = Item 1 + Item 2.

4. (Pyg-1e0) =3.50 in. The value of the 10-year 6-hr
rainfall amount is directly read for the
Connecticut location from Weather
Bureau Tech. Paper No. 40, U.S. De-
partment of Commerce, “Rainfall Fre-
quency Atlas of the United States”
(1961) (61). Use Chart 32, p. 71.



=2. The value of the Mean Annual Flood
(MAF,) is directly found for the Con-
necticut location from Fig. H-1.

5. (MAF;)

6. (SHAPE) = %1/ % = 280. To compute the value

of the shape factor, use (L) = 10.80 mi.
The area (A) is planimetered from the
map to the nearest 0.01 sq mi. (4)

= 11.60 sq. mi.

7. Quly T) =70°F. The value of the mean July
temperature is read to the nearest whole
°F for the Connecticut location from
Climatic Maps of the United States
(22, p. 13).

8. (REG,) =1.

9. (REG,) =0.

From Figure H-8, determine the Re-
gion for the drainage basin under design.
Assign the numerical value 1 to the
REG predictor where the drainage basin
is located and O to all other REG pre-
dictors. To solve for drainage basins in
Connecticut, REG, =1 and REG, = 0.
To solve for drainage basins in Iilinois,
REG, =0 and REG,=1. For basins
in other than Regions 1 and 2, REG,
=0 and REG, =0.

The values of the predictors are substituted in Eq.
AIV-20 and the equation is solved by slide rule:

@10 =3.82 X 10-3(32.35)°77 (3.50) 114 (2) 082 (2,80)-0-66
(70)2-°* (10)°=1,010 cfs. This is the 10-year peak flood
computed by the National Equation with Stratification
Factors (D-3).

Simplified National Equation with Stratification Factors
(E-2)

This ,, equation is Eq. AV-12.

010 = 7.95 X 1074 (A) O (Pyg_e0)** (MAF;) 050
(July T) 2.41 1()0.15 (REG,) —0.23 (REG,) (AV_IZ)

15

The values of the predictors in this equation are readily
computed or directly read from maps and atlases. Unlike
the D-3 equation, the E-2 equation does not contain
(TRIB), which is usually time consuming to extract
graphically from maps. Each of the predictors (A4),
(P1o-360)s (MAF;), (July T), (REG,;) and (REG,;) is
explained in the previous section. Substitution of values in
Eq. AV-12, and computation by slide rule gives

Do = 7.95 X 10-* (11.60) 07t (3.50) 118 (2)0.90
(70)2:41 % 10° = 1,040 cfs.

Stratification Based on Mean Annual Flood (MAF,)
(C-1)

There are five equations for @w based on (MAF;): Equa-
tions Alll-2a, Alll-4a, AIll-6a, AIII-8a, and AIII-10a.
The choice of the particular equation to use depends on
the magnitude of the mean annual flood, grouped into five
categories mapped as Figure H-1. For the Connecticut
watershed, the value of (MAF;) — 2 is directly read from
Figure H-1. Therefore, the equation to use is AIll-4q,
which corresponds to (MAF;) = 2.

Q\lo =12.56 X 10-1° (July T)6-02
(MAS)0-36 (TRIB)0.20 (Alll-4a)

In this equation (July T) = 70°F and (TRIB) — 21.55 mi,
as in the preceding section on D-3. (MAS) = 50 in. The
value of the mean annual snow to the nearest inch is
found from Climatic Maps of the United States (22, p. 53).
Substitution in Eq. AIll-4a¢ and solution by slide rule gives
Q.0 =12.56 X 10-1° (70)6-02 (50)°-3¢ (21.55)0-20=1,190
cfs.

For comparison purposes, the method used by the Con-
necticut State Highway Department (7) was computed for
the same 11.60-sq-mi drainage basin. The computed value
of the 10-year flood peak (Q,,) is 1,050 cfs.

In a similar manner, the magnitudes of the 25-year flood
and the 50-year flood can be computed. Notice however
that in certain equations additional predictors are required.
The main sources for obtaining values of the predictors
are: The relevant USGS quadrangle maps at 1:62,500 or
1:24,000; Climatic Atlas of the United States (22); Rain-
fall Frequency Atlas of the United States (61); and Water
Atlas of the United States (63) for (MAT) Plate 2,
(T-days) Plate 4. In addition, the reader should consult
Figures H-1 and H-8 herein.
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CHAPTER FOUR

CONCLUSIONS AND SUGGESTED RESEARCH

The main research conclusions of the study are summa-
rized in this chapter. The experimental findings are sum-
marized and the three recommended hydrological design
equations are given in Chapter Two. The latter are of
more immediate interest to the design engineer.

1. Only 493 drainage basins in the United States were
identified that met all selection criteria. To obtain even
as many as 493 basins required that runoff records as short
as 12 years be used.

2. The data base of 493 basins was insufficient to per-
mit comprehensive testing of hydrologic relationships for
“hydrologically homogeneous” stratifications of the basins.

3. The logarithmic form of the predictand (peak runoff
for a given return period) should be used rather than the
arithmetic form.

4. The topographic characteristics of the basins were
shown to have higher predictive capabilities for estimating
peak runoffs than hydrologic-climatic or physiographic
variables.

5. Some widely used hydrologic parameters were found
to contribute insignificantly to prediction of peak runoffs,
These included precipitation parameters (obtained on a
climatological basis), soil types, length of main stream, and
stream slope.

6. The basins were stratified into groups in nine different
“hydrologically homogeneous” ways. The resulting strati-
fied equations did not improve the predictive capability
over equations developed using the entire set of basins dis-
tributed over the United States.

7. Logarithmic transformations of the predictor vari-
ables improved the prediction equations. A nonlinear
transformation (using a rational fraction form of first,
second, and third degree) of the predictor variables did not
significantly improve the equations.

8. Among the equations developed in this study, a single
national equation employing stratification factors (D-3)
yielded the best over-all resuit.

9. Easily determined variables may be substituted for

some complicated variables with little reduction of predic-
tive capability.
! 10. On a national basis, the over-all results of the study
‘showed no major improvement in methods for estimating
peak runoffs; however, for certain states, improvements
_over their methods could be demonstrated.

11. The study also produced the following new sources
of research information:

{a) An extensive computer compilation on magnetic
tape of hydrologic/climatic/ physiographic/topographic
information on 493 basins plus limited information on
another 179 stations.

(b) 30 maps of precipitation-duration-frequency for
the contiguous United States (for durations of 5, 10, 15,

30, and 60 min and for return periods of 2, 5, 10, 25,
50, and 100 years) developed by computer techniques
using a large amount of previously unanalyzed ESSA
Weather Bureau data.

RECOMMENDED ADDITIONAL RESEARCH

It is believed that cons'derably more basic understanding
of hydrologic phenomena is required to systematically im-
prove hydrologic design techniques and to guide selection
of predictor variables for use in flood-flow equations for
ungaged small rural watersheds. Research to gain such
basic understanding should be encouraged. This causal
knowledge provides the foundation for practical use by the
design engineer.
Further efforts are suggested in the following areas:

1. Enlargement of the data sample of 493 basins
throughout the United States is highly desirable. It is esti-
mated that within a few years the data from another sev-
eral hundred small rural basins will become available for
study. Such a data base will provide greater flexibility and
scope \to studies using a variety of hydrologic/ statistical
analysis techniques, including the multivariate methods,
principal component analysis, factor analysis, synthetic
hydrology, etc. More kinds of stratification and more divi-
sions within each stratification become possible as the data
base increases. ‘Findings of the present study are likely to
be enlarged.

2. A considerable body of statistics has been generated
concerning prediction errors of flood-flow equations used
by some 31 state highway departments. Further study
should be undertaken to determine the relationships, if any,
between the characteristics of the various equations, the
hydrologic/ climatic/topographic/ physiological features of
the individual states—and the magnitude and sign of the
prediction errors. It may be possible to identify common
features of the “good” methods under particular hydro-
logic situations. Such information could provide imme-
diate guidelines for improving (or discarding) present
design methods.

3. Further in-depth studies of selected regions should
be pursued, taking into account what are believed to be
important “local effects.” The stepwise multiple regression
technique is a powerful predictive tool when the appro-
priate predictors are offered for screening. The region
(stratification) should encompass a data base sufficiently
large that the results can be tested statistically on an
independent sample.

4. The results of the over-all study have been put into
the form of equations for estimating flood magnitudes. In
the interest of time saving in the engineering design office,
these equations should be converted into design nomo-



graphs or curves. Such a task, although relatively simple,
would ease the computational burden and tend to promote
use of these results. .

5. Predictors associated with short-duration precipita-
tion amounts (5, 15, 30, 60 min) intuitively are closely
related to peak runoffs from small drainage basins. Appen-
dix C describes a computerized objective analysis proce-
dure (CRAM) for developing maps from unevenly spaced
points such as Weather Bureau stations. The study pro-
duced 30 maps of precipitation-intensity-duration fre-
quency for durations of 5, 10, 15, 30 and 60 min for return
periods of 2, 5, 10, 25, 50, and 100 years. These maps
should be further analyzed, taking into consideration fac-
tors including: local climatic and topographic features,
local anomalies that may cause irregular spacing or exces-
sive curvatures in the isohyetals, and other additional data.
Such rigorously derived maps for short-duration precipi-
tation are likely to be useful to the design engineer con-
cerned with areas having short hydrologic response times.

17

6. Fitting distribution functions to annual peak runoffs
is essential in the development of flood-peak equations.
Appendix B shows that the log-normal distribution fits
better than the log-Pearson Type III and the Gumbel dis-
tribution for small rural watersheds grouped for the entire
U.S. Considerable additional work could be done, par-
ticularly on_the geographical variations of skewness and
possible combinations of data from several basins to obtain
more stable estimates of skewness coefficients. Skewness
should be investigated for various climatological stratifica-
tions when sufficient data become available to warrant such
an evaluation.

7. The general approach that studies individual storm
events using coordinated rainfall-runoff measurements
from individual basins should be further investigated.
Such an approach promises eventual understanding of the
rainfall-runoff processes; however, lack of coordinated
measurements covering a sufficient range of conditions is
likely to limit its practical value on a nationwide basis.
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APPENDIX A

EIGHTY-FOUR SETS OF PREDICTION EQUATIONS DEVELOPED FROM
24 HYDROLOGIC/STATISTICAL EXPERIMENTS

The equations derived from the regression analysis for peak
runoff from small rural watersheds have a general form of

O=A,+A4, X, +A4,X,+...+4,X, (A-1)

in which 6 is the predictand (in cfs), the A’s are constant
coefficients derived from the developmental sample, and
the X’s are the predictors selected by the screening proce-
dure. In the experiments wherein the predictand was in
logarithmic form (log Q) the derived equations were of
the form

N
(log Q) = 4,+ 4, (log X,) + 4, (log X.)

+...+ 4, (logX,) (A-2)

Eq. (A-2) can be transformed into exponential form with
the predictand in cfs, or

O =B, AW XA X 4. .. X A (A-3)

in which B, is the ratio (9/0’) and A’y is the antilogarithm
(base 10) of A4,

The name, symbol, and units of the predictors included
in the equations are as follows:

Predictor Name Symbol Units
Drainage area A sq mi
Main stream length L mi
Length of tributaries TRIB mi
Total length of streams TRIB+L mi
Elevation of stream gage E ft
Streamslope S ft-mi
Drainage density DD mi—
Watershed shape SHAPE  dimensionless
Travel time index T mi
Frequency duration

precipitation Pf-d in.
Mean annual precipitation MAP in.
Mean wettest month Poet in.
Mean driest month Pyry in.
Maximum 24-hr precipitation M24P in.
No. of 0.01-in. precipitation

days/yr P days days
No. of thunderstorm days/yr T days days
Mean annual snowfall MAS in.
Maximum 24-hr snowfall M4S in.
No. of 1-in. snowcover days/yr S days days
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MAT °F
July T °F

Mean annual temperature
Mean July temperature
No. of days minimum

temperature <32°F/yr 32F days days

Mean relative humidity RH %
Potential evapotranspiration Pot ET in.
Percent soil type A SA %
Mean annual flood—

alternative 3 MAF; dimensionless
Geographical regions :

(REG,, REG,, REG,) REG dimensionless
Latitude LAT degrees

PHASE |. EVALUATION OF PREDICTOR SETS
(A-1 through A-5)

Experiment, A-l. Hydrologic-Climatic Predictor Set
Q.0 Equation
(log Q1) =2.04 + 1.03(P,4;) — 0.00054 (32F days)

+5.44 (P5-120) — 4.27 (Ps—so) (AI-1)
0,0 = 108.5B, 1011.08 (Pgq o) — 0.00054 (32F days)
+5.44 (Pg_ ) ~ 4.27 (P_g)) ] (AL-2)

Q.5 Equation

(fog 0,s) = 1.04 + 0.021 (July T) + 0.028 (M24P)
— 0.0020 (32F days) + 0.65 (P;_120)
(AL-3)

@25 = 10.94B, 1010.021 (July T) +0.028 (M24P)
—0.0020 (32F days) +0.65 (Pg_,01] (AI-4)

Experiment A-2. Topographic Predictor Set
Q.o Equation

(log Q,,) = 2.61 -+ 0.012 (TRIB) — 0.000073 (E)

+ 0.022(A4) — 0.00058 (S,,) (AI-5)
0,0 = 405.8B,, 1010.012 (TRIB) - 0.000073(K)
+0.22(4) - 0.00058 (8,1 (AI_6)

Q,: Equation
(log Q,5) = 2.77 4+ 0.014 (TRIB) — 0.00060 (S,,)

— 0.000071(E) + 0.019(4) (AI-7)
0,; = 592.9B, 1010014 (FRIBY—0.00080 (S,;)
— 0.000071(E) +0.019(4)] (AI-8)

Experiment A-3. Hydrologic-Climatic and Topographic
Predictor Set

Q.o Equation

(iog 0,5) = 1.80 + 0.0095 (TRIB) + 0.81 (P, o)
— 0.000056(E) + 0.035(4) — 0.10(T)
+ 4.10 (Py_y00) — 3.16 (Py_q5) (AL9)

@10 = 63'4530 1010.0095 (TRIB) + 0.81 (P, ..} —~ 0.000056 (K)
+ 0.035(4) — 0.10(T) + 4.10 (Pg_,,) — 3.16 (P )] (AI-10)

Q.s Equation

(fog Q,5) =1.90 + 0.0097 (TRIB) + 0.87 (P100-05)
— 0.000077(E) + 0.038(A)
— 0.14 (Pqy,) — 0.13(T)
+3.49 (Py_y50) —2.51 (Prgy)  (AI-11)

05 = 79.25B, 1010.0097 (TRIB) + 0.87 (P, ) — 0:000077 (H)
+0.038(4) — 0.14 (Py ) — 0.13(T) + 3.49 (Pg_,)

—2.51 (Py g1 (AI-12)
Experiment A-4. Hydrologic-Climatic, Topographic,

and Soi! Predictor Set
Q.0 Equation

(log @,,) = 1.80 + 0.011 (TRIB) — 0.000082(E)
+ 0.028(A4) + 0.025 (Pot ET)

— 0.0048 (SA) (AI-13)
’Q\IO — 63.0130 1Q(0.011 (TRIB) — 0.000082(H) + 0.028(4)
+0.025 (Pot ET) — 0.0048 (SA)] (AI-14)

Q.s Equation

(log Q,;) = 1.50 + 0.011 (TRIB) — 0.000080(E)
+ 0.017 (July T) + 0.026(A4)

— 0.0041 (SA) (AI-15)
’Q\25 = 31.59B, 1010011 (TRIB) - 0.000080(E)
+0.017 (July T) + 0.026(A) — 0.0041 (SA)] (AI-16)

Experiment A-5. Hydrologic-Climatic, Topographic,
and Soil Predictor Set

Q.0 Equation

N
(log Q,0) = 1.43 + 0.012 (TRIB) — 0.000075(E)
+ 0.025(A4) + 0.035 (Pot ET)
+ 0.013 (S days) — 0.0015 (S,,)
+ 0.00093(S)

0.0 = 26.65B, 1010.012 (TRIB) — 0.000075(B) + 0.025(4)
+0.035 (Pot ET) + 0.013 (8 days) — 0.0015 8,, + 0.00093(8) ]

(AI-18)

(AI-17)

Q,; Equation
(@) =1.34 4 0.013 (TRIB) — 0.000080(E)

+ 0.018 (July T) + 0.024(A) (AI-19)
0.5 = 21.70B, 1010-13 (TRIB) - 0.000080(E)
+0.018 (July T) + 0.024(4)] (AI-20)

PHASE 1. FUNCTIONAL FORM OF VARIABLES
(B-1 through B-5)

Experiment B-1. Standard Linear Regression

Q. Equation

L

0, = — 772.05 + 22.75 (TRIB) + 822.31 (Py99-5)
+10.34 (MAP) + 47.47(4) — 270.73 (P,,,)
+ 19.27 (T days) — 0.10(E) + 1195.1 (Py,_.,)
+ 7532.3 (Py_120) — 5930.8 (Pyy-50) (AI-1)



Q.0 Equation

0,0 = —2457.4 + 44.25 (TRIB) + 4922.7 (P150-05)
— 1137.1 (Pgoy0) + 1127.1 (P5_y5)
—691.09 (Py,,) + 8.43 (P days)

+ 43.60(A4) — 7444.4 (P14 ¢,) (AII-2)

Q,; Equation

0, = —3276.5 + 70.33 (TRIB) + 42.71 (July T)
+ 148.47 (Pye) — 1057.1 (Pyyy)
+ 494.26 (P1oo—05) — 0.38(E)

+ 45.6 (T days) 4+ 72.19 4 (AII-3)

Q.c Equation
@50 = —3538.9 + 131.41 (TRIB) 4 79.25 (July T')
— 1498.5 (Py,y) — 0.62(E) + 65.24 (T days)
(AII-4)
Experiment B-2. Logarithmic Regression
Q; Equation

log Q5) = — 5.23 + 0.45 (log TRIB)
+ 0.56 (log Pyt) + 3.46 (log July T)

+0.51 (log MAP) (AIL-5)
0, = 0.0000059B, (TRIB)®5 (P,,,)%
(July T)34% (MAP)o-51 (AII-6)

0.0 Equation

(log Q,,) = —4.35 + 0.44 (log TRIB)
+ 0.15 (log M24P) + 0.77 (log P wet)

+ 3.37 (log July T) (AIL-7)
0., = 0.000065 (TRIB)®#* (M24P) 015
(Pyer) ™7 (July T)3-%7 (AII-8)

Q.5 Equation

(fog O) = —4.96 + 0.43 (log TRIB)
+ 0.30 (log M24P) + 3.80 (log July T)

+ 0.60 (log P...) (AII-9)
0,; = 0.000017(TRIB) 43 (M24P)0-30
(July T)3:50 (P,,.) 60 (AII-10)

Q5o Equation

(log Q50) = —4.60 + 0.42 (log TRIB)
+ 4.33 (log July T) + 1.02 (log Py.t)

— 0.65 (log P days) (AII-11)
0,, = 0.000025 B, (TRIB)-42 (July T)*33
(Pyo) 0% (P days)-0-65 (AII-12)

Experiment B-3. Logarithmic-Linear Regression
Qs Equation

(log @;) = —1.74 + 0.41 (log TRIB) — 0.000086 (E)
— 0.00061 (S,,) + 2.04 (log Pot ET)
+ 0.18 (log E) + 0.49 (log MAP)

+ 0.0024 (MAS) (AII-13)
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0, = 0.018 B, (TRIB) -+ (Pot ET)z2 0+
(E) 0.18 (MAP) 0.49

X 1010.0024(MAS) ~ 0.000086 () —0.00061(S, )]

(AII-14)

Q.0 Equation

(log Q,0) = —1.12 + 0.28 (log TRIB) — 0.00014 (E)
+ 0.0067 (T days) + 0.019 (4)
+ 0.18 (log E) + 1.58 (log MAT)

— 0.00069 (S,,) + 0.22 (logS) (AII-15)

Q\w — 0.10 (TRIB)02S (E)O.IB (MAT)I.SS (S)0.22

X 10 [0.019(4)—0.00014 (E)— 0.00069 (Slo) +0.0087(T days) ]

(AII-16)

Q,s Equation

(log Q,5) = —2.74 + 0.40 (log TRIB) — 0.00010 (E)
+ 2.77 (log July T) + 0.24 (log E)
— 0.00058 (S,,) — 0.0015 (32 F days)
(AIl-17)

’Q‘25 = 0.0027 + (TRIB)°# (July T)277 (E)°2*

X 10[—0.00010(E)—0.00058(Bm)——0.0015(32) F days)1

(AII-18) ‘

Qs0 Equation

(log 0,,) = 0.92 + 0.39 (log TRIB) — 0.00011 (E)
— 0.021 (July T) + 0.27 (log E)
— 0.00056 (S,,) — 0.0016 (32 F days)

(AII-19)
0., = 8.37 B, (TRIB)-3 (E)°-27 ‘
x 10[—0.00011(E) —0.021(July T —0.00056(8‘10)
~0.0016(32 F days) } (AII_ZO)

Experiment B-4. Nonlinear Regression (8 Predictors)

N

(log Q,;) = —3.25 4+ 0.98 [F, (July T)]
+ 1.09 [F, (TRIB)] + 1.01 [F, (MAF;)]
+ 119 [F,(E)] + 091 [F,; (4)]
+ 1.10 [Fg (P1o-360)]1 + 0.14 (REGy)

— 0.46 (REG,) (AIL-21)
in which
F, (July T) = 4.738 — 0.143 (July T')
+21.45 (July T)*
F, (TRIB) = —0.183 + 0.087 (TRIB)
— 0.054 (TRIB):
Fs (MAF;) = 0.127 + 0.133 (MAF;)
E
F,(E) = —0.228 + 0.00314 T T 0009 E)°
7 £
+ 0.000000 T T 0000 E)°
A
= —0. X —_—
Fy (A) 117 + 0.081 T 10097 4)

Fo (Pig-see) = 0.359 — 0.128 (Pyo_560)
+ 2.475 (P19-360)°
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Experiment B-5. Nonlinear Regression (6 Predictors)

PN
(log 0,;) = 1.30 + 0.85 [F, (TRIB)]
+ 1.09 [F, (MAF;)] + 0.84 [F; (4)]
+ 1.01 [F, (Pyg_360)] + 0.33 (REG,)

+ 0.15 (REG;) (AIlL-22)
in which

TRIB
F, (TRIB) = —0.263 + 0.399 (1 70533 TRIB)®

TRIB2
(1 +0.533 TRIB)?

F, (MAF;) = 0.130 + 0.159 (MAF,)
— 0.0052 (MAF,)?

+ 0.138

A4
(1+ 0233 4)

F, (Pyg-360) = 0.309 4- 0.194 (Py4_340)

F,(A4) = —0.306 + 0.262

STRATIFICATION INTO SUBSETS

PHASE IIL.
(C-1 through C-9)

_.Ae—Experiment C-1. Based on MAF; (Q,, Equation)

MAF, = 1 (0 < MAF < 10)

N
(log Q,0) = —6.17 + 0.41 (log T) + 2.97 (log MAT)
+ 0.28 (log TR

+ 1.72 (log P days) (AIll-1a)
0 =777 X 10-7 (T)*41 (MAT)>*"
(TRIB)°28 (P days) 72 (AIIl-2q)
MAF; = 2 (10 < MAF < 30)
(log Q;p) = —9.05 + 6.02 (log July T')
+ 0.36 (log MAS)
4 0.20 (log TRIB) (AIII-3a)
0o = 12.56 X 10~ (July T)s-02
(MAS)?-#s (TRIB)O-20 (Alll-4q)
MAF; = 3 (30 < MAF < 50)
TN
(fog @1y) =2.12 + 0.82 (log 4) (AIII-5a)
0., = 168 4082 (AII-6a)

MAF; = 4 (50 < MAF < 90)

PN
(log @,,) = —4.05 + 0.48 (log T) + 0.082 (log E)
+ 0.025 (log TRIB) + 3.52 (log Pot ET)
+ 0.48 (log 4) + 0.26 (log 32 F days)
+ 0.34 (log Sy,)

-+ 0.26 (log T days) (Alll-7a)
0., = 0.000099 (T)o-4¢ (E)°.082 (TRIB)0-025
(Pot ET)3352 (4)048 (32 F days)o.zs
(810) %% (T days)©-2¢ (AIll-8a)
MAF; =5 (MAF > 90)
(log 0,,) = 3.50 4+ 0.42 (log TRIB)
—0.42 (log $y,) (AIII-9q)
0.0 = 3827.23 (TRIB)®-42 (§,,) 042 (AIII-10a)

Experiment C-1. Based on MAF, (Q,, Equation) o

"MAF, = 1 (0 < MAF < 10)

(log Q,;) =—0.61 4+ 0.82 (log T) + 2.13 (log MAT)
+ 0.37 (log TRIB)

— 0.85 (log L) (AHI-1b)
0. = 0.30 (T)"#2 (MAT)2 12
(TRIB)0-37 (L)-0-85 (AIII-2b)
MAF,; =2 (10 < MAF < 30)
(log Q.;5) = —10.16 + 6.68 (log July T)
+ 0.38 (log MAS)
+ 0.19 (log TRIB) (AIII-3b)
0,; = 1.06 X 1011 (July T) 658
(MAS)©-38 (TRIB)®-19 (AIII-4b)
MAF; = 3 (30 < MAF < 50)
(log Q,5) = 1.75 + 0.87 (log A)
+ 0.75 (log M24P) (AIII-5b)
0ss = 77.39 (4)°%7 (M24P)0.75 (AIII-6b)

MAF; =4 (50 < MAF < 90)

(log 0,;) = 5.34 + 0.024 (log T) — 0.016 (log P days)
4+ 0.77 log A)

+ 0.34 (log T days) (AIII-7b)
0,5 = 250701.36 (T) 024 (P days)—0-016
(A4)o77 (T days)o.s4 (AIIL-8b)

MAF; = 5 (MAF > 90)
(log @;3) = 4.16 + 0.77 (log TRIB) — 0.52 (S,,)

—0.74 (log A) (AIII-9b)
0.5 = 17939.01 (TRIB) %77 (§,,)~0-5
(4)-o (AIII-10b)
I —

Experiment C-1. Based on MAF, (Q,, Equation)

MAF, =1 (0 < MAF < 10)

(log Q50) = —1.77 + 0.92 (log T) + 2.72 (log MAT)
+ 1.18 (log DD)

— 1.35 (log SHAPE) (Alll-1c)
@50 =2.04 (T)9°2 (MAT)>7"2 (DD)*18 .
(SHAPE)-+35 (AIII-2¢)
MAF, = 2 (10 < MAF < 30)
(log Qs0) = —11.55 + 7.48 (log July T)
+ 0.52 (log MAS) (AHI-3c)
0so = 4.82 X 1010 (July T) 748
(MAS)©-52 (ATlI-4c)
MAF; = 3 (30 < MAF < 50)
(log @;,) = 1.81 + 0.89 (log A)
+ 0.83 (log M24P) (Al-5¢)
0,0 =91.73 (A4)°%° (M24P)0-83 (AllI-6¢)



MAF, = 4 (50 < MAF < 90)

(Tog O = 5.84 + 00072 (log T)
— 1.76 (log P days)
+0.78 (log 4)
+ 0.35 (log T days)
@50 =7.89 X 105 (T)0-2072 (P days)-1-76
(A)O.’!B (T daYs)0.35

MAF; = 5 (MAF > 90)

(log Os0) = 4.35 + 0.82 (log TRIB)
— 0.55 (log Sy0)
—0.84 (log 4)

050 = 3.07 X 10 (TRIB) 82 (§,,)-0-55
(A)-0-84

Experiment C-2. Based on P, _,
0 < Pyyg <080

(AIlI-7¢)

(AIII-8c¢)

(AIII-9¢)

(AIII-10c)

(log 0.;) = 1.58 + 2.78 (log A) — 0.61 (log T days)
+ 2.25 (log DD) + 0.58 (log Py.t)

—0.017 (log L)
— 0.49 (log TRIB)

D.s = 78.37 (4)278 (T days)-°-°1 (DD)225
(P wet) 0.58 (L)—-0.017 (TRIB)—0.49
0.80 < Py < 1.50

(log Q,5) = —8.67 + 0.38 (log TRIB)
+ 4.36 (log July T)
— 0.24 (log S.)
+ 2.55 (log Pot ET)

0.; = 2.78 X 10-° (TRIB)°-38 (July T)*36
(Slo)—0.24 (POt ET) 2.55
Pio-go > 1.50

(log Q,5) = 1.71 4 0.40 (log TRIB)
+ 7.12 (log Pyo_30)

0.5 = 77.47 (TRIB) 40 (P, ;,) ™12

Experiment C-3. Based on MAP
0 < MAP < 34.0

(log Q,5) =3.35—-0.43 (log E)
+ 0.40 (log TRIB)
+ 1.08 (log M24P)

0.; = 3781.63 (E)~043 (TRIB)0-40
(M24P)1.08

34.0 < MAP £ 470

N

(log Q,5) = —10.82 + 0.069 (log TRIB)
+ 6.56 (log July T)
+ 0.26 (log E) 4 0.49 (log 4)
+ 0.82 (log P 1)

0.; = 1.97 X 1011 (TRIB) %% (July T)®-56
(E) 0.26 (A)0.49 (Pwet) 0.82

(AII-11)

(AITI-12)

(AIIL-13)

(AIlI-14)

(AIII-15)

(AIII-16)

(AII-17)

(AIII-18)

(AIII-19)

(AIII-20)
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MAP > 47.0
(o2 On) = 1,80+ 0.75 (log 4)

+ 0.44 (log T days) (AIII-21)
055 =90.44 (A4)°75 (T days)®** (AIII-22)
Experiment C-4. Based on MAT
MAT < 50.0
S
(log Q,;) =2.72 + 0.44 (log TRIB)
— 0.000089 (E) (AIII-23)
’Q\25 = 817.8 (TRIB) 44 X 10~0.000089(E) (AIII-24)

50.0 < MAT < 55.0

(log 0.3) = 0.33 — 0.19 (log T) + 0.42 (P, ¢,)
+ 0.81 (log Pyet) + 0.61 (log 4)
+ 0.013 (T days) — 0.15 (P 4y)
— 0.00023(E) + 0.33 (log E)
+ 0.20 (log TRIB)
+ 0.013 (M24S)

Q\zs =245 (T)~1 (P, 8" (4)06 (E)0:33 (TRIB)O:20

X 1010.42(Py, 5,) +0.013(T days) —0.15(P,, ) —0.00023(E)

(AIII-25)

+0.013 (M248) ] (AIII-26)
MAT > 55.0
PN
(log Q,5) = 3.25 + 0.38 (log TRIB)
— 0.0014 (8y)
— 0.0044 (32F days) (AIII-27)
0,; = 2514.8 (TRIB)©-38
e 1Q[-o0.0014 (Slo) - 0.0044 (32F days)] (AIH_28)
Experiment C-5. Based on Area
00<A<S50
(log Q55) =2.79 4 1.12 (log Pyy_4,)
+ 0.29 (log TRIB) (AIII-29)
0.; = 1155.43 (P,,_,,) 12 (TRIB)®.2» (AIII-30)

S0<A<L150

(log O,;) = 1.93 + 0.44 (log M24P)
+ 0.32 (log TRIB) + 0.77 (log P,,.)
+ 0.26 (log E) — 0.29 (log S,,)

— 0.16 (log MAS) (AIII-31)

0.5 = 120.79 (M24P)0-# (TRIB)9-32 (P,,,)

(E)O26 (810) 7% (MAS) 01 (AIII-32)
A> 150
PN
(log Q,5) = —9.17 + 5.87 (log July T)
+ 0.84 (log MAP)
+ 1.01 (log DD) (AIII-33)

0.; =9.01 X 102 (July T)%*" (MAP)?:s* (DD)*!
(AIIL-34)
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Experiment C-6. Based on Mean Basin Elevation
E <1000.0

N
(log Q,5) = — 3.77 + 0.22 (log TRIB)
+ 3.20 (log July 7') + 0.41 (log 4)
+ 0.22 (log E) — 0.14 (log MAS)
(AIII-35)

0., = 0.00023 (TRIB)0-22 (July T)320 (4)0-41

(E)°-22 (MAS)-0-14 (AIII-36)
E > 1000.0
PN
(fog 0,5) = — 0.65 + 0.37 (log TRIB)
— 0.50 (log E) — 0.38 (log S,,)
+ 3.32 (log MAT) (AIII-37)

"Q\25 — 0'35 (TRIB) 0.37 (E)—0.50 (slo)—l).38 (MAT) 3.32

(AIII 38)
Experiment C-7. Based on Soil Erosion
SE=1
N
(log Q,;) = 2.52 — 0.00022 (E)
+ 0.050 (4) — 2.23 (Pgyy)
+ 0.18 (M24P) (AIII-39)
@25 — 3841 X 10[—0.00022(E) +0.050(4)
—0.28(Py,,) +0.18(M24P) ] (AIII-40)
2<SE<4 i
N
(log @,5) = —8.91 — 0.082 (log MAP)
+ 0.043 (TRIB)
— 0.0024 (S,,)
+ 6.97 (log MAT) (AIll-41)
0.5 = 1.95 X 10-° (MAP)-0-232 (MAT)®%
3 1000.043(TRIB) —0.0024(8,,) } (AllI-42)
SE=5
S
(Iog 0,5) =2.24 4+ 0.053 (log T)
+ 0.53 (log TRIB)
— 0.000088 (E)
+ 1.17 (Py-10) — 0.17 (DD)
—0.22 (Pyy)
+ 0.0053 (MAP) (AIII-43)
0.5 = 227.2 (T)°-%5 (TRIB)o-53
X 10[1'17(P10—10) —0.000088 (E) — 0.17(DD)
—0.22(Py ) + 0.0053 (MAP)] (A]I[-44)
SE=6
S
(log Q,5) = —7.47 4+ 0.0088 (TRIB)
+ 5.02 (log July T)
+ 0.39 (log E)
— 0.00016 (E)
+0.28 (log 4) (AIIl-45)
0,5 = 4.28 X 10-¢ (July T) 502 (E)©.50
(A)O.ZS x 10[0.0088(TRIB)—0.000IG(E)] (AIII_46)

Experiment C-8. Based on Geological Zones
GZ=1

P
(log Q,5) = 3.74 + 0.0022 (TRIB)
— 0.012 (32F days)
-+ 5.78 (log Pyq-30)

+ 0.59 (log A) (AIII-49)
Ol = 6414.5 (Pyg30) 57 (4050
X 1010.0022 (TRIB) - 0.012 (32F Days)] (AIII-50)
GZ=2
PN
(log Q,;) = 2.57 4 0.61 (log TRIB) (AIIL-51)
0, = 554.7 (TRIB)¢-61 (AIII-52)
GZ=3
P '
(log Q,5) = —4.44 4+ 0.81 (log T)
+ 4.23 (log 32F days)
— 0.047 (M24S) (AIIL-53)
0.5 = 4.13 X 105 (T)°-81 (32F days) 42
3¢ 10-0-047 (M248) (AIII-54)
GZ=4
RS
(log Q,;) =2.74 4+ 0.48 (log 4) (AIII-55)
0. = 676.0 (4)048 (AIIL-56)
GZ = undefined
(log Q,5) = 0.82 + 0.23 (log TRIB)
— 0.000070 (E)
+ 0.048 (Pot ET)
+ 0.36 (log 4)
+ 0.012 (M24S) (AIIL-57)
/Q\zs = 8.70 (TRIB)®23 (4)0-35
X lO[D.OQS(POt ET) —0.000070(E) +0.012 (MZ%S)]
(AIII-58)
Experiment C-9. Based on Geographic Regions
REG,
(log Q,;) = 2.71 + 0.032 (A4) (AIII-59)
0.5 = 600.47 X 100-032(4) (AIII-60)
REG,
(log @,5) = 0.86 + 0.016 (TRIB)
4 0.64 (P4_se0) (AIlI-61)
@25 — 8.46 X 1010.016(TRIB) +0.64(Py 1,001 (AIII-62)
REG,
(log @,5) = 3.16 + 0.057 (A4)
— 0.010 (32F days) (AIII-63)
’Q\25 = 1385.11 X 10100.057(4) —0.010(32F days) ] (A[II-64)



REG,
N
(log Q,;) = 1.49 + 1.31 (T)
+ 0.28 (MAF,) (AIII-65)
D) = 33.62 X 10[L.31(1)+0.28 MAF,) ] (AIII-66)
RESA
(log Q.5) = —4.54 + 0.28(L)
+ 0.23 (P10—360) —0.83 (T)
— 0.37 (SHAPE) + 0.045 (RH)
+ 0.045 (July T) (AIII-67)

-
st —= 3.68 X 1075 X 1000.28(L) +0.23(Pyy o)
~0.83(T)—0.37(SHAPE) + 0.045(RH) + 0.045(July 7)1

(AIII-68)
REG,
(log Q,;) = 0.88 4 0.034 (RH)
+ 0.019 (TRIB) (AIII-69)
0,5 = 8.75 X 1010.034(RH) +0.019(TRIB) ] (AIIL-70)

PHASE IV. NATIONAL EQUATIONS WITH STRATIFICATION
FACTORS (D-1, D-2, D-3)

Experiment D-1. Semi-Logarithmic Equation

0, Equation

(log Q5) = 1.028 4 0.0057 (TRIB) + 0.18 (Py4_340)
+ 0.15 (MAF;).+ 0.034 (4)
+ 0.29 (REG,) + 0.22 (REG,)

o~
Q5 — 10.66 Bo 1Q[0.0057(TRIB) + 0.18(Py, ,..)
+0.15(MAF,) +0.034(4) +0.20(REG,) + 0.22 (REG,]

(AIV-2)

(AIV-1)

0,0 Equation

(fog 01s) = 1.15 + 0.0064 (TRIB) + 0.20 (P;o-360)

+ 0.14 (MAF;) + 0.034 (4)

‘+ 0.35 (REG,) + 0.20 (REG,)  (AIV-3)
P~

Q10 = 16.60 X 1010.0064(TRIB) + 0.20(P,, ;) +0.14(MAFg)
+0.034(4) +0.35(REG,) + 0.20(REG,) (AIV_4_)

Q,; Equation

(Tog 0,.) = 1.28 + 0.0073 (TRIB) + 0.22 (P15 300)
+ 0.13 (MAF;) + 0.033 (4) .
+ 0.41 (REG,) 0.18 (REG,) (AIV-5)

-~ ’
Q25 = 22.74 X 1010.0073(TRIB) +°'22(P10—3so) +0.13(MAF)
+0.033(A) + 0.41(REG,) + 0.18(REG))]

Q.. Equation

(fog Qo3) =2.74 + 0.0058 (TRIB) + 0.22 (Py0-s50)
+ 0.37 (REG,) + 0.033 (4)
+ 0.14 (MAF,) — 0.033 (LAT)
—0.42 (REG,) (AIV-7)

_
05, = 665.20 X 10[0.0038(TRIB) +0.22(P,, .} + 0.37(REG,)
+0.033(4) +0.14(MAF;) - 0.033(LAT) — 0.42(REGy) ]

(AIV-8)
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Experiment D-2. Logarithmic-Linear Regression Equation

Qs Equation

(@) =1.12 + 0.22 (log TRIB) + 1.26 (10g P1¢_s60)
+ 0.17 (MAF,) + 0.76 (log T)
— 0.26 (SHAPE) — 0.30 (REG;,)
+0.32 (log §)

+ 0.18 (log T days) (AIV-9)
0, =13.31 B, (TRIB)®-22 (Pyq_y,) 25
(T)O.TG (S)OA.’SZ (T days)°-18
X 10100.17(MAF) —0.26(SHAPE) - 0.30(REG,) ]
(AIV-10)

Q.. Equation

P
(log @,,) = —2.72 + 0.24 (log TRIB)
+ 1.15 (log P,y-160) + 0.16 (MAF;)
+ 0.12 (log T) — 0.31 (REGg,)
+ 2.33 (log July T)

+0.27 (log 4) (AIV-11)
0.0 =246 X 10-3 (TRIB)-2* (P, 460) 1%
(T) 0.12 (July T) 2,23 (A ) 0.27
10QL0.16 (MAF;) —0.31(REG,) | (AIV-IZ)

0.5 Equation

(fog 0,;) = —3.28 + 0.26 (log TRIB)
+ 1.31 (log Pyg_se0) + 0.15 (MAF,)
+ 0.16 (REG,) + 0.36 (log 4)
+ 2.52 (log July T)

— 0.30 (REG,) (AIV-13)
0%s = 7.01 X 10~* (TRIB) 26 (P,q_550) 1%
(A)O.SG (July T) 2.52
X 10[0-15(MAFy) +0.16(REG,) ~0.30(REG)]  (AIV-14)

Q.o Equation

N
(log Q5,) = —0.75 + 0.23 (log TRIB)
+ 1.62 (I0g Pyg_ss0) + 0.14 (MAF,)
+ 0.27 (REG,) + 0.38 (log 4)
— 035 (log MAP) — 0.35 (REG,)

+ 1.79 (log Pot ET) (AIV-15)
0% = 0.025 (TRIB)® 28 (P;q_g5) 12
(A)o.as (MAP)—0.35 (Pot ET) 1.79
X ]0[0.14(MAF5) +0.27(REG,) - 0.35(REG,) ] (AIV_16)

Experiment D-3. Logarithmic Regression Equation

(AIV-69—- - . . e
Q; Equation

PN

(log Q5) = 0.97 4+ 0.79 (log TRIB + L)
+ 1.24 (log Pyg-360) -
+ 0.76 (log MAF;)
— 0.75 (log SHAPE)

+ 0.14 (REG,) (AIV-17)

@\5 =9.285 B, (TRIB + L)%™ (P,qg.350) ****
(MAF,)°7¢ (SHAPE)-0.75

100.14(REG, (AIV-18)
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Qo lE{aﬁon
(fog 0,5) = —2.54 4+ 0.77 (log TRIB + L)
+ 1.14 (log P1g_s60) + 0.82 (log MAF5)

+ 0.10 (REG,) — 0.66 (log SHAPE)
+ 2.01 (log July T)
—0.23 (REG,) (AIV-19)

0o = 3.82 X 10-3 (TRIB + L) %77 (P,g_gg0) “1*
(MAF,) 02 (SHAPE)-0-¢6 (July T)?t

100-10(REG,) - 0.23(REG,)

(AIV-20)

Q.5 Equation

(log Q,5) =—3.56 4+ 0.77 (log TRIB + L)
+ 1.18 (log Pyp.360) + 0.79 (log MAF;)
4+ 0.13 (REG,) — 0.61 (log SHAPE)
+ 2.63 (log July T)
— 0.28 (REG;,) (AIV-21)

0.5 =3.69 X 10~ (TRIB + L)% (Py_340) 1
(MAF;)o-7 (SHAPE)-0-6! (July T)263
109.13(REG,) —-0.28(REGy)

(AIV-22)

0., Equation

(log Q5¢) = —4.21 + 0.77 (log TRIB + L)
+-120 (log Pyg-360) + 0.78 (log MAF;)
+ 0.15 (REG,) + 3.04 (log July T)
— 0.31 (REG;)

— 0.58 (log SHAPE) (AIV-23)
05, = 8.60 X 10-5 (TRIB + L)°77
(P10-360) 2° (MAF;)0-78 (July T)3-0¢
(SHAPE) -©.58 ] (0.15(REG,) ~0.31(REG,)  (AIV-24)

PHASE V. SIMPLIFIED NATIONAL EQUATIONS
(E-1, E-2)

Experiment E-1. Two-Predictor National Equation

Oy Equation

(fog O3 = 2.07 + 0.64 (log A)

+ 0.93 (1og Pyo_se0) (AV-1)
0, = 116.90 B, (A4)°%4 (Pyq_s40)°9° (AV-2)
Q.0 Equation
(éo) =2.21 + 0.64 (log 4)
+ 1.05 (10g Pio_360) (AV-3)
0.0 = 163.75 B, (A4) %% (Pyo-360) (AV-4)

Q.s; Equation
(log 0,5) =2.37 + 0.64 (log 4)

+ 1.18 (log P4-360) (AV-5)
05 = 366.54 (A) 064 (Pyg_g60) 18 (AV-6)
Q50 Equation
(log Qs0) =2.47 + 0.64 (log A4)
4 1.26 (log P,-340) (AV-7)
D50 =293.41 B, (A)06% (Pg_se0) -2 (AV-8)

Experiment E-2. Four- or Six-Predictor National Equation ,

Q. Equation

fog 03) =0.97 +0.72 (log 4) + 1.36 (10g P1g-550)
+'0.82 (log MAF;) ’

+ 0.20 (REG,)- (AV-9)
0, =9.343 B, (4) %72 (Py5550) "%
(MAF;)©-82 100.20(REG,) (AV-10)

Q.o Equation

(fog Q,0) =—3.23 4 0.71 (log 4) + 1.18 (108 Py4_3e0)
+ 0.90 (log MAF;) + 0.15 (REG,)
+ 2.41 (log July.T)
—0.23 (REG,) (AV-11)

Qlo =7.95 X 107* (A) %" (Pyg-360) *-2* (MAF;) 020
(July T)2-41 100.15(REG,) —0.23(REG,) (AV-12)

Q.5 Equation

+0. 87 (log MAF5) +0.19 (REG )
+3.05 (log July T)
— 0.28 (REG,;) (AV-13)

’Q"25 =7.66 X 1075 (A4) 70 (Pyq_s60) -2 (MAF;) -7
(July T)3.08 1009.19(REG,) —0.28 (REG,) (AV-14)

Q50 Equation

(log Q50) = —4.93 4+ 0.70 (log 4) + 1.22 (log Pyo-360)
+ 020 (REG,) + 0 86 (log MAF;)
+ 3.46 (log July 7y’
— 032 (REGa)

Qso =1.74 X 105 (A) %70 (Pyg_30) %2
(MAF;)-86 (July T)316

100.20(REGy) - 0.32(REG,)

(AV-15)

(AV-16)
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AN EVALUATION OF THREE CUMULATIVE DISTRIBUTION FUNCTIONS FITTED TO

ANNUAL PEAK RUNOFF AMOUNTS

Flow frequency analysis methods are widely used in hy-
drologic problems. Many methods have been developed
and modified over the years that fit one cumulative distri-
bution function or another to a series of annual peak flow
values for a gaging station to obtain return period (or
recurrence interval) values. When sufficient data are avail-
able, the various methods yield results that are comparable
within the range of the data. However, appreciable dif-
ferences have occurred when the functions are extended
beyond the range of the data (e.g., estimating a 100-year
flood from 25 years of data). Therefore, it was not clear
at the start of this study which cumulative distribution
function should be used.

An ad hoc Work Group on Flow Frequency Analysis of
the Subcommittee on Hydrology, Inter-Agency Committee
on Water Resources, investigated the problem of recom-
mending a cumulative distribution function to fit to annual
peak runoff values. They recommended the log-Pearson
Type III distribution (with the log-normal as a special
case). They further recommended that if information
exists that indicates some other distribution or technique
is preferred, it may be used provided adequate justification
is given for such use. In light of this latter recommenda-
tion, and because the Work Group based its analyses on
data from just ten basins, it was decided to conduct an
investigation of three well-known methods applied to the
annual peak discharge values from small rural watersheds.
The methods selected for the investigation were log-
Pearson Type III, log-normal, and Gumbel.

The objective of the study was to identify the best
method for this application by fitting the three functions to
several hundred series of data and measuring the closeness
of fit of each by statistical tests. The function exhibiting
the best fit on the basis of the statistical tests would then
be used to develop the peak discharge return period values
to be used as the predictands in the regression experiments.

The three methods used in this evaluation are described
in the following section.

METHODS FOR FITTING DISTRIBUTIONS

In hydrology, the return period T(X) is defined as

S
1—F(X)

in which F(X) is the probability that the values of a vari-
able, x, are equal to or smaller than a specified value, X.
This can be represented by a cumulative distribution func-
tion that has been fitted to a series of annual values of the

T(X) = (B-1)

variable. In words, T(X) is the number of years such that,
on the average, there would be just one value of the variable
equalling or exeeding the fitted value X.

The central problem is to compute X for assigned values
of T(X). In this study T(X) has been assigned the values
2, 5,10, 20, 25, 50, and 100 years. The solution is obtained
by the following steps:

1. Assign values to T(X); ie., 2, 5, ..., 100 years.

2. Solve Eq. B-1 for each F(X); e.g.,, F(X) = 0.95 if
T(X) =20 years.

3. Fit the selected distribution function to a series of
annual peak discharge values.

4. Set the fitted distribution function equal to the values
obtained in step 2 and solve for X’s.

The methods of fitting (step 3) and the method of solv-
ing for X (step 4) for each of the three distribution func-
tions—log-normal, log-Pearson type III, and Gumbel—
are given in subsequent sections.

Log-Normal

Let x,, x,, . . ., x;, ..., xy denote a series of annual
values of a variable for N years. Let y, be the logarithm
of x; (it is immaterial whether natural or other base loga-
rithms are used).

Compute

yzN—IZifl Y

s=[(N=1D)"3 Y (;—y= ]

For assigned values of T(X) of 2, 5, 10, 20, 25, 50, and
100 years, the corresponding values of F(X) are 0.50,
0.80, 0.90, 0.95, 0.96, 0.98, and 0.99. Given these values
of F(X) and published tables of the cumulative normal
distribution (38), one obtains values of kg(x)» a unit nor-
mal deviate for the probability F(X).

The computed value (peak discharge in this case) in
logarithmic form is determined from

(B-2)

(B-3)

YF(X) =7+ kF(X) N (B—4)
which can be converted back to original form by
Xpxy=aexp Yp, (B-5)

in which a is the logarithm base selected initially. The
values Xp x, are the solution to the central problem; i.e.,
for T(X) future observations of the variable, x, on the
average there would be just one value of x equalling or
exceeding Xp x,.
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Log-Pearson Type Il

The log-normal distribution function is a special case of
log-Pearson Type III, the only difference being that the
latter requires computation and use of the skewness of the
distribution. Again, the logarithm of each of a series of
annual values, x,, x,, . . . , xy is computed and Egs. B-2
and B-3 are applied to compute ¥ and s.

1t is now necessary to compute the coefficient of skew

g=NIN-DN-3) s D 1 (. —7)°

Given g and each value of F(X), a series of values, kpx,,
is obtained from published tables of the Pearson Type III
distribution (27). Each kg x, is entered in Eq. B-4 to ob-
tain a series of Ypx, values that in turn are entered in Eq.
B-5 to obtain a series of Xy x, values yielding the solution,

(B-6)

* Gumbel

The cumulative distribution function of the Gumbel dis-
tribution is

F(X) =exp (—e?) (B-7)

in which

Z=o(X—u) (B-8)

The intermediate variable, Z, in Eq. B-8 is often referred
to as the “reduced” variable, a (or sometimes 1/a) is the
scale parameter, and u is the mode of the Gumbel dis-
tribution,

The parameters o and u are estimated from the data.
As before, let x;, x,, .. ., x; ..., xy denote a series of N
annual values. Compute the mean

F=N ) 0 x (B-9)
and standard deviation
s=IWN-1) D 0 (o — D)2 (B-10)
Then,
1 _ s =
PRI and u=x—y(N)/a (B-11)

in which ¢(N) and y(N) are obtained from published
tables (26).

As before, a series of F(X) values is given. The series
of Zp x, values is obtained from Eq. B-7. These in turn
are entered in Eq. B-8 with the computed o and u to
obtain a series of Xy, values, which constitute the solu-
tion to the central problem.

TESTS OF FIT

The chi-square and binomial tests were used to evaluate
the agreement between a fitted distribution and the dis-
tribution of observed data. Before discussing the two
tests a term needs to be defined. In the previous section
methods were described for computing a series of values
of Xpx, for the three distribution functions where F(X)
is some value between 0 and 1. For ease of notation p
is used in place of F(X) and X, is termed the pth per-
centile. If the fitted distribution fits the observations per-

fectly, 100 - p percent of the observations will be equal to
or less than X. Similarly, 100 - (p, — p,) percent of the
observations will lie between X, and X,,.

Chi-Square Test

To apply the chi-square test, a series of p-values is
specified. Let these be denoted by p,, p,, . . . , P, Where
m is the number of p-values. Let p, =0 and p,,, = 1.
Using the methods of the previous section, m percentile
values are computed, X, X5, . . . , Xpm Let Xjo =—00
and X, = +00.

Then compute
x2= > "t AIn;— N(p; — p;2) 1/ N(p; — pi1))

in which n; is the number of observations falling in the
jth group (i.e., lying between X, and X,;,), N is the total
number of observations, and N(p;— p;.,) is the expected
number in the jth group.

If the distribution of observed data agrees perfectly
with the fitted distribution, x2 = 0 because the actual num-
ber of observations for any group is equal to the expected
number for that group. If the observed and fitted dis-
tributions do not agree, x® becomes large. The question
arises as to what is meant by “‘large” because perfect fit is
highly unlikely to occur with any sample of data and
therefore x2 will exceed zero even if the distribution of
observed values does, in fact, follow the theoretical distri-
bution. The answer is that if observed data follow a
theoretical distribution, x2, computed by Eq. B-12, is ex-
pected to equal the number of degrees of freedom.

At this point, it is necessary to discuss the concept of
degrees of freedom because many statistics textbooks are
misleading on the subject. The rule is that the degrees of
freedom, f, is found from

f=M—H-—1

(B-12)

(B-13)

in which M is the number of groups and H is the number
of parameters of the distribution function estimated from
the sample.

Specification of five percentile values divides the data
into six groups. For the Gumbel and log-normal distribu-
tions the number of estimated parameters is 2; for log-
Pearson Type IH, 3. Eq. B-13 is the one presented in
statistics texts. What is often omitted is that the rule
applies only when the parameters are estimated from the
group frequencies. In this study, the estimating param-
eters were computed from the total samples, in which case
f is not known exactly. However, it is known that f lies
between M — 1 and M — H — 1. (See Chernoff, H., “De-
grees of Freedom for Chi-Square.” Technometrics, Vol.
9, No. 3, 1967.) As an example, if the number of groups
is set at, 6, in Eq. B-13 M =6 and H =2 for the log-
normal and Gumbel distributions so that the true value
of f lies between 5 and 3, whereas for the log-Pearson
Type III distribution it lies between 5 and 2 because
H =3, Similarly, if the number of groups is set at 2, the
true value of f, which can never be negative, lies between
Oand 1.



Binomial Test

In those cases where only one percentile value is to be
evaluated, the binomial test can be applied to test the
goodness of fit. Let X, be the percentile value. A
“success” is defined as the event when an observation
exceeds X,. Then 1 —p is the probability of success.
Let W be the number of trials and let w be the number of
successes. With large W (which is true in this study), the
normal approximation to the binomial is quite accurate.

Then
_w—(QQ-—p)W
 [p(1 — py W)z

is a normal deviate with a mean of 0 and a standard devia-
tion of 1.

A perfect fit would result in B=0. As noted previously,
a perfect fit is highly unlikely even if the distribution of
observed values does follow the theoretical distribution.
If the latter is true, then, because B is a normal deviate
(0,1), there is a probability of 0.05 that B lies between
—1.96 and 1.96 and a probability of 0.01 that B lies in
the range =%2.58. Values of B outside these ranges are
evidence that the theoretical distributions do not fit well.
In comparing the fit of two distributions to the same data,
the one resulting in a B nearest zero fits best.

B (B-14)

MAXIMUM ANNUAL PEAK RUNOFF

Annual peak runoff data had been collected and processed
into computer-usable form for 459 gaging stations dis-
tributed across the continental United States. (Although
data for 493 watersheds were used throughout most of
the study, data were available for only 459 gaging sta-
tions for this portion of the analysis.) The stations per-
tained to rural watersheds with area of 25 sq mi or less,
and not subjected to any significant natural or man-made
diversion or control. The number of annual values avail-
able for each station ranged upward from a minimum of
12 years, with a mean of 22.4 years of record. The
total of data available for the evaluation comprised 10,287
station-years.

The three cumulative distribution function methods
(log-Pearson Type III, log-normal, and Gumbel) were
programmed for computer utilization and each of the
459 series of annual peak runoffs was fitted separately
by each method.

Five Percentile Values

Five percentile values (Xo.50, X0.60» X0.705 Xo.80» and X g0)
were computed for each distribution function for each of
the 459 series of data. The evaluation was initiated at
X,50 rather than some lower percentile, because 0.50
corresponds to a return period of two years, the lowest
period of interest in the study. Using Eq. B-12, 459
values of x? were computed for the three distribution
functions. The averages of these 459 values of x? for
each distribution function are given in Table B-1.

Table B-1 indicates that the mean chi-squares for the
log-normal and Gumbel methods do lie in the proper
range, as discussed earlier, but the mean chi-square for
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TABLE B-1
MEAN CHI-SQUARE FOR 459 RUNOFF STATIONS

DISTRIBUTION MEAN
FUNCTION CHI-SQUARE
Log-Pearson type 111 5.53
Log-normal 3.91
Gumbel 4.15.

log-Pearson Type III lies outside its acceptable range.
Based on this test, this last distribution fits annual peak
runoff data less well than the other two.

One Percentile Value

From a hydrological viewpoint it is important that the
distribution functions fit the observed values at percentiles
higher than X,,, (10-year return period) the largest per-
centile used in the immediately preceding section. Con-
sequently, four percentiles were chosen for investigation
corresponding to return periods of 10, 20, 50, and 100
years. Each percentile was used separately to divide the
data into two groups (i.e., individual values of peak
runoff are either below or above the specified percentile).
Chi-square was computed for each of the 459 series of
data for each two-group separation for each distribution
function. A sum of chi-square values was obtained for
each function for each percentile; i.e., 459 chi-square
values were summed. The results are given in Table B-2.
From theoretical considerations, for a single station’s data
divided into two groups the expected value of x? lies be-
tween 0 and 1. Therefore, the expected value of 459
stations lies between 0 and 459. Both the log-normal and
Gumbel values meet this criterion, but three of the log-
Pearson Type III values are too high.

The next test involved counting the number of observa-
tions that fell above the computed percentile (return
period values) for a basin and then summing over all
basins. There were a total of 10,287 observations. Table
B-3 gives the number of observations falling above each
of the four return period values. The last line of the table
gives the number of observations ‘“‘expected” to fall above
the percentile. This row is computed by (1 — 0) X 10,287.
It should be noted that for log-Pearson Type III there

are 418 values exceeding the computed 50-year return

TABLE B-2

SUMS OF CHI-SQUARE ABOVE
SINGLE RETURN PERIOD VALUES

VALUE FOR RETURN PERIOD OF

TYPE OF

DISTRIBUTION 10 Yr 20 YR 50 YR 100 Yr
Log-Pearson 111 424 536 1086 2338
Log-normal 197 206 197 170
Gumbel 259 275 347 453
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TABLE B-3

NUMBER' OF OBSERVATIONS ABOVE
RETURN PERIOD VALUES

NO. FOR RETURN PERIOD OF

TYPE OF

DISTRIBUTION 10 YR 20 YR 50 Yr 100 Yr
Log-Pearson 111 912 565 418 381
Log-normal 881 440 202 129
Gumbel 724 371 145 73
“Expected” no. 1029 514 206 103

values (0.98 percentile point) when only 206 were ex-
pected. This indicates that the log-Pearson Type I
distribution "Téturn period Values are 100 Tow.” THe third
[ife indicates that the GumbBel VAIGES ate 166 high, because
only 145 of the observations fall above the computed
value, whereas 206 would be expected. Of the three, the
log-normal distribution gave the best results.

The binomial test, rather than the chi-square test, can
be applied to Table B-3 as an additional test of the good-
ness of fit of the distributions. Eq. B-14 was applied to
each of the four values for each function in Table B-3.
It will be recalled that in an earlier section it was shown
that B is approximately normally distributed. Under the
hypothesis that the distributions do fit the observations,
the probability of obtaining an absolute value of B > 1.96
is <0.05. Table B-4 gives the values obtained from Eq.
B-14 for each function. This test shows the poorer fit by
the log-Pearson Type IIl distribution function to peak
runoff data from small rural watersheds, because all values
lie outside the specified range. It verified that the log-
Pearson values are too small for the longer return periods,

TABLE B-4
BINOMIAL TEST APPLIED TO DATA IN TABLE B-3

YALUE FOR RETURN PERIOD OF

TYPE OF

DISTRIBUTION 10 YR 20 YR 50 YR 100 YR
Log-Pearson IIL -39 2.3 14.9 214
Log-normal —4.5 —-33 —03 2.6
Gumbel —10.0 —6.5 —4.3 —3.0
because the B-values get progressively larger. Smaller

values of B were obtained for the log-normal technique
for each return period, compared to the Gumbel method,
substantiating that the log-normal distribution function fits
these data better than either the Gumbel or the log-Pearson
Type III methods. On the basis of these tests, log-normal
was selected for use in the study to estimate peak dis-
charge return period values for small rural watersheds.

Many more data were used in this investigation than
in other studies. However, the issue is far from closed.
Considerable additional work could be done, particularly
on the geographical variation of skewness and possible
combinations of data from several basins to obtain more
stable estimates of skewness coefficients. Further, although
on the average the log-normal distribution gave the best
results, there were many basins where the fit was not as
good as desired. It should be recalled that the objective
here is not to study goodness of fit per se, but rather to
choose a distribution function in a logical manner for
use in this study. This rather extensive investigation has
achieved that result. In addition, a contribution has been
made to the difficult problem of fitting distribution func-
tions to annual peak runoff amounts.

APPENDIX C

ANALYSIS OF SHORT-DURATION PRECIPITATION AMOUNTS

FOR VARIOUS RETURN PERIODS

Inasmuch as the primary purpose of this study was to
develop methods for estimating runoff rates from small

rural watersheds, it was believed that information related '

to short-duration precipitation amounts might prove to be
useful. However, almost all of the rural stream gaging
stations used in this study do not have a rain gage nearby;
therefore it would be necessary to transpose the pre-
cipitation data horizontally to stream gage stations. It

was decided to do this in a systematic, objective manner
that would take into account variations in precipitation
amounts between measurement locations. This was ac-
complished in a three-step approach. First, the precipita-
tion records were analyzed using the Gumbel frequency
distribution method to determine precipitation amounts
for various return periods. Second, objective mappings
were prepared of precipitation amounts for various short



durations and various return periods. Finally, the short-
duration precipitation data were determined for each of
493 watersheds by interpolating to each location on the
objectively drawn maps. This appendix describes the
methodology for preparing the analyses and a discussion
of the maps. It is thought that the maps may prove to
be useful in other hydrologic investigations.

The Gumbel distribution method was selected to deter-
mine return period precipitation values because it had

_been used previously by Hershfield (61) in his prepara-
tion of U.S. Weather Bureau Technical Paper 40. This
reference, which includes maps for precipitation durations
ranging from 30 min through 24 hr, is widely used in
hydrological applications and so it was chosen as a guide
and control over this study, which is essentially an exten-
sion of Hershfield’s earlier efforts.* The Gumbel method
is described in the next section.

The objective analysis procedure that was selected to
generate the precipitation maps is called the Conditional
Relaxation Analysis Method (CRAM). It is a com-
puterized procedure that has been used on several analysis
problems at the research agency conducting the present
study. The CRAM technique is described in detail sub-
sequently under “Development of Rainfall Maps.”

GUMBEL DISTRIBUTION METHOD
The Method

In many hydrology or hydrometeorological problems there
is concern for statistics related to the recurrence of events
exceeding some threshold value(s). Such statistics are
generally expressed in terms of return period (or recur-
rence interval), expressed as

1
(X)) = 1T-FxX) FY)
in which F(X) is the probability that the values of a
variable, x, are equal to or smaller than a specified value,
X. This can be represented by a cumulative distribution
function (in this case the Gumbel function) that has been
fitted to a series of annual values of the variable. In
words, T(X) is the number of years such that, on the
average, there would be just one value of the variable
equalling or exceeding the fitted value X. In general,
values of X are computed for assigned values of 7(X).
The cumulative distribution function of the Gumbel
method is

(C-1)

F(X) = exp (-e%)
Z=a(X—u)

(C-2)
(C-3)

The intermediate variable Z is often referred to as the
“reduced” variable, « is the scale parameter, and u is the
mode of the Gumbel distribution.

Given a series of N annual values of maximum rainfall
intensity for a given time interval, such as 15 min, defined
by x,, x,, x3, . . . xy; the parameters o and u are esti-
mated from the data. First the mean and standard devia-
tion are computed for the series from:

* The researchers are grateful to Mr. Hershfield for encouraging this

effort and for many fruitful discussions. Any errors are, of course, the
. researchers’ own,
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F=23 x5 (C4)
and
5= [(N—I_I—)Z.-i’l (x—%) :l’ (c-5)
Then o and u are computed from
a= "(i\” and u=x—y(N)/a (C-6)

in which

a(N) and y(N) are obtained from published tables (26).
In application, the Gumbel method is fitted to a series of
data by the following steps:

1. Initially values of 7(X) are assigned; in the present
case the values desired were 2, 5, 10, 25, 50, and 100 years.

2. Corresponding values of F(X) are then determined
from Eq. C-1 (e.g., for T(X) = 50 years, F(X) = 0.98).

3. Solve Eq. C-2 to obtain a series of Zp x,-values,
which are then entered in Eq. C-3.

4. Solve for o and u from Eq. C-6 as functions of the
series size (N).

5. Compute the return period precipitation values,
Xpx), from Eq. C-3.

Figure C-1 shows the result of such an analysis of 15
years of maximum annual 15-min precipitation amounts
for Bridgeport, Conn. The actual values have been plotted
at their computed position, (N 4+ 1)/m, in which N is the
total number of amounts and m is their rank in descending
magnitude and the Gumbel at their return period (years)
position.

Gumbel Analysis

The data on which this study was based were the maximum
annual precipitation records obtained from the Office of
Hydrology (ESSA Weather Bureau). These data include
the date of occurrence and amount of highest 5-, 10-, 15-,
30-, 60-, 120-, and 1440-minute precipitation for each year
of operation of some 175 to 200 first-order Weather Bureau
stations. For the current over-all purposes, the data for
60-min duration and less for some 167 stations were used.

Figure C-2 shows the spatial distribution of the 167
precipitation stations. The minimum number of .annual
values for any station is 15 and most of the stations have
in excess of 30 years of data.

The Gumbel distribution method was programmed for
the research agency’s IBM 360-40 computer and applied
to the 5-, 10-, 15-, 30-, and 60-min maximum annual pre-
cipitation values for each station to obtain return period
(or recurrence interval) estimates for 2, 5, 10, 25, 50, and
100 years., The fitted return period values, Xp y,, in
Eq. C-3 thereby provided the input data to the objective
analysis procedure.

Goodness of Fit

Prior to conducting the objective analysis phase of the
study, the “goodness of fit” of the Gumbel distribution to
the annual values was investigated. The chi-square and
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