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FLOOD FLOW FREQUENCY TECHNIQUES
I. PURPOSE OF THE STUDY

This study was made at the Center for Research in Water Resources
of The University of Texas at Austin at the request of and under the general
guidance of the Work Group on Flood Flow Frequencies, Hydrology Committee
of the Water Resources Council through the auspices of the Office of Water
Resources Research. The primary purpose is to provide the basis for selection
of a technique or combination or sequence of procedures that would yield
greater reliability and consistency than has heretofore been available in
flood flow frequency determinations from data on natural streamflows available

at the location for which each frequency estimate is to be made.

II. OBJECTIVES

The primary objectives of this research project are:

a. To review literature and examine current practice in order to

select candidate methods and procedures for testing.
b. To select a broad spectrum of long-record data of natural
streamflows in the United States for use in testing candidate procedures.

c. To develop alternative criteria for managing outliers and zero

flows.
d. To develop data management and analysis computer programs

for performing necessary computations and summaries of results for split-

record analysis of annual-maximum flows.
e. To develop relationships between annual-maximum and partial-

duration events based on data for a large number of records of natural

streamflows throughout the United States.



f. To develop background material for drafting a report by the
Work Group on Flood Flow Frequency recommending a set of procedures for

flood flow frequency determinations.

ITI. DATA

The original selection of data for this study was for 227 streamflow
stations having records of flows that are essentially unregulated for periods
of 40 years or longer, except for a few stations having record lengths between
30 and 40 years and located in regions where longer records of natural flows
were not available. A critical review of these data by the Work Group and
CRWR staff resulted in the addition of 73 stations to give the best feasible
coverage of drainage-area sizes and geographic location and to include a
substantial number of stations having zero flows for entire years.

Complete daily streamflow data were obtained on magnetic tape from
the US Geological Survey for the 227 stations on the original list. Annual
maximum streamflows for all 300 stations have been obtained principally
from the USGS, with some small-area station data obtained from the
Agricultural Research Service, and these have been assembled by USGS
geographic zone numbers 1 through 16, except that a number of supplementary
stations having zero annual maximum flows for one or more years were
assembled in group 17, identified as zero-flow stations in table 1.

Stations used in the study are listed in table 1, and the numbers of
 stations in various geographic regions and area-size categories are shown in
table 2.

In addition to the above data used for test purposes, special stations
listed at the end of table l-consist of those specified by cooperating agencies
of the Water Resources Council Work Group as stations where particular
problems have been encountered. Plottings of computed curves and observed
data for these stations by each of the 8 methods used in this study were

furnished to the Work Group.



IV. SPLIT-RECORD TESTING

A primary concern in this study is the selection of a mathematical
function and a fitting technique that best estimate flood flow frequencies
from annual peak flow data. It is considered that the goodness of fit of a
function to the data used in the fitting process is not necessarily a valid
criterion for selecting a method that best estimates future frequencies,
because certain functions, and particularly those with a large number of
parameters, are more flexible than others and, although they may adhere to
sample data better, erratic chance events in the samples might seriously
mislead the user estimating future frequencies. Consequently, this primary
phase of the research project was designed to simulate conditions of actual
application by reserving a portion of a record from the fitting computation and
using it as "future" events that would occur in practice. Goodness of fit
can nevertheless be used particularly to elimin‘ate methods whose fit is very
poor.

Each record of annual maximum flows was divided into two halves, using
odd sequence numbers for one half and even for the other in order to eliminate
the effect of any general trend that might possibly exist. (This splitting
procedure should adequately simulate practical situations as long as successive
annual events are independent of each other, and this is tested as described
below.) Then frequency estimates made from each half of a record can be
tested against what actually happens in the other half.

The development of verification criteria is rather complicated, because
what actually happens in the reserved half of a record also is subject to
sampling irregularities, so the reserved data cannot be used as a simple,
accurate target. Verification criteria must therefore be probabilistic. The
test procedure, however, simulates very closely the condition faced by the
planner, designer or operator of water resource projects, who neither knows

that past events are representative or what future events will be.



It should be stressed at this point that the ultimate objective of
any statistical estimation process is not to estimate the most likely theoretical
distribution that generated the observed data, but to best forecast future
events for which a decision is formulated. Use of theoretical distribution.
functions and their attendant reliability criteria is ordinarily an intermediate
step to forecasting future events. Accordingly, the split-record technique of
testing used in this study should be more rigorous and direct than alternative

theoretical goodness-of-fit tests.

V. EXPECTED-PROBABILITY ESTIMATION

The expected probability is defined as the average of the true probab-
ilities of all magnitude estimates that might be made (for any specified flood
frequency) from successive samples of a specified size. For any specified
flow magnitude, it is considered to be the most appropriate estimate of
probability or frequency of future flows for water resources planning and
management use, as explained in Appendix A. It is also a probability
estimate that is theoretically easy to verify, because the observed frequencies
in reserved data at a large number of stations should approach the computed
probability or frequency estimates as the number of stations increases.
Accordingly, it was considered that expected-probability estimates should
be used in the split-record tests.

A method of computing expected probabilities has been developed for
samples drawn from a Gaussian normal distribution and is described in
reference 5. Similar techniques are not available for the other theoretical
distribution functions used in this study. Furthermore, since the true form of
the population distribution function is not known, use of the normal-distribution
function on samples from a possibly non-normmal population renders inaccurate
the theoretical transform for the normal distribution. Consequently, an
empirical transform is derived for each distribution by using vthe calibration

constant which, when multiplied by the theoretical Gaussian transform adjustment,



will remove the observed average bias in estimating expected probabilities
for the 300 stations used in this study. This empirical transform is then
used in making the accuracy tests that are the main basis for judging the

relative adequacy of the various methods tested.
VI. ACCURACY AND CONSISTENCY TESTS

Development of definitive verification criteria for a study such as
this is one of the most difficult tasks in research. In this case, computed
frequencies are to be compared with the frequencies of events that happen
to occur in the reserved data (accuracy test) or with frequencies computed
independently from the reserved data (consistency test). Sampling errors in the
reserved data are as large or larger for the same sample size as are sampling
errors of computed values. Similarly, sampling errors are comparable for
estimates based on opposite record halves used for consistency tests.
Consequently, a great number of tests are necessary in order to reduce the
uncertainty due to sampling errors in the reserved data. Secondly, a method
that is biased toward estimating frequencies too low may have a small standard
error of estimating frequencies in comparison with a method that is biased
toward high frequencies, if the bias is not removed. The latter may have
smaller percentage errors. Accordingly, consideration of the average frequency
estimate for each of the 8 methods must be a component of the verification
analyses.

Three types of accuracy tests and 2 types of consistency tests were
used in this study.
Accuracy criteria are:

a. Standard deviation of observed frequencies (by count) in

reserved data for magnitude estimates corresponding to exceedence probabilities
of .001, .01, .1 and .5 computed from the part of the record used. This is the

standard error of a frequency estimate at individual stations that would occur if



a correction is made for the average observed bias in each group of stations
for each selected frequency and method.

b. Root-mean-square difference between expected-probability
plotting position (M/(N+1)) of the largest, upper decile and median event in
a half-record and the computed expected-probability exceedence frequency
of that respective event in the other half. This is the standard error of a
frequency estimate at individual stations without any bias adjustment for

each method and for the frequency of each selected event.

c. Root-mean-square difference between 1.0 and the ratio of the
computed probability of flow in the opposite half of a record to the plotting
position of the largest, upper decile and median event (in turn) in a half-
record. This criterion is similar to that of the preceding paragraph except

that methods that are biased toward predicting small frequencies are not

favored.

Consistency criteria are:
a. Root-mean-square difference between computed probabilities

from the two record halves for full-record extreme, largest, upper decile and
median events, in turn. This is an indicator of the relative uniformity of
estimates that would be made with various random samples for the same location.
b. Root-mean-square value of (1.0 minus the ratio of the smaller
to the larger computed probabilities from the two record halves) for full-record
extreme, largest, upper decile and median events, in turn. This is essentially
the same as the preceding criterion, except that methods that are biased toward
predicting small frequencies are not favored.
The extreme events used in the consistency tests are the largest
multiplied by the square root of the ratio of the largest to the median event for

the full record.



VII. DERIVATION OF PARTIAL-DURATION RELATIONSHIPS

A secondary concern in this study is the relationship between annual
maximum flow frequencies and partial-duration flow frequencies. Since
partial-duration flows consist of all events above any specified magnitude,
it is necessary to define separate events, and the definition should ordinarily
depend on the application of the frequency study as well és the hydrologic
characteristics of the stream. For the purpose of this research effort, separate
events were arbitrarily defined as events separated by at least as many days
as 5 plus the natural logarithm of the square miles of drainage area, with the
requirement that intermediate flows must drop below 75 percent of the lower
of the two separate maximum daily flows. This is considered representative
of separation criteria appropriate for many applications. Daily flows are used
for this part of the study, since insufficient data on instantaneous peak flows
usable for this purpose are readily available for events smaller than the
annual maximum, but there is no reason to believe that the frequency relation-
ship would be different for peak flows than for daily flows.

The relationship between the partial-duration and annual-maximum
series was expressed as a ratio of partial-duration to annual-maximum-event
frequencies for selected annual-event frequencies. In order to develop
partial-duration relationships independent of any assumptions as to frequency
functions, magnitudes corresponding to annual-maximum event exceedence
probabilities of .1, .2, .3, .4, .5, .6 and .7 are established for complete
records at each station by linear interpolation between expected-probability
plotting positions (M/(n+1)) for the annual maximum events. (For these
frequencies, events are fairly closely spaced, and such linear interpolation
should be fairly accurate.) Corresponding frequen‘cies of partial-duration
flows are established simply by counting the total number of independent
maximum daily flows at each station above each magnitude and dividing by
the total number of years at that station. The ratios of partial-duration

to annual-event frequencies are averaged for all stations in each USGS zone



and compared with ratios derived for certain theoretical conditions by

Langbein and described in reference 42.
VIII. FREQUENCY COMPUTATION METHODS

Basic methods and fitting techniques tested in this study were selected
by the author and the WRC Work Group on Flood quw Frequencies after careful
review of the literature and experience in the various agencies represented and
are described in the following paragraphs. Numbering of the paragraphs
corresponds to the identification number of the methods in the computer programs.

1. Log Pearson III (IP3). The technique used for this is that

described in reference 87. The mean, standard deviation and skew coefficients

for each data set are computed in accordance with the following equation:

X - X
X N (1)
2 2
N _ X - (X "/N @)
N-1
_ N 2 - N’ + 2(s0° 3)
g N(N-1) (N-2)S3
where:

X = logarithm of peak flow (incremented by 1% of the
average annual peak flow only in cases of data
sets having zero flows)

N = number of items in the data set

X = mean logarithm

S = standard deviation of logarithms

g = skew coefficient of logarithms



Flow logarithms are related to these statistics by use of the following

equation:
X = X + kS (4)

Exceedence probabilities for specified values of k and values of k
for specified exceedence probabilities are calculated by use of Gaussian normal
distribution routines available in computer libraries and the approximate
transform to Pearson deviates given in reference 6.

2. Log Normal (LN). This method uses a 2-parameter function

identical to the Log Pearson III function except that the skew coefficient is
not computed (a value of zero applies) and values of k are related to
exceedence probabilities by use of the Gaussian normal distribution transform
available in computer libraries.

3. Gumbel (G). This is the Fisher-Tippett extreme-value function,
which related magnitude linearly with the log of the log of the reciprocal
of the exceedence probability (natural logarithms). Maximum-likelihood estimates
of the mode and slope (location and scale parameteljs) are made by iteration,
using procedures described by Harter and Moore in reference 29. The initial

estimates of the location and scale statistics are obtained as follows:

M = X - .045005 S 65))

B = .7797 S (6)
Magnitudes are related to these statistics as follows:

X = M + B (~ln(-InP)) (7)
where: '

M = mode (location statistic)

B = slope (scale statistic)

X = magnitude

P = exceedence probability

S = standard deviation of flows



Some of the computer routines used in this method were furnished by the
Central Technical Unit of the Soil Conservation Service.

4, Log Gumbel (LG). This technique is identical to the Gumbel

technique, except that logarithms (base 10) of the flows are used. In data

sets having zero values, 1% of the average annual maximum flow is added

to each value before taking the logarithm. Of course, as in the case of the

Log Pearson III method, this increment is later subtracted from computed values.

5. Two-parameter Gamma (G2). This is identical to the 3-parameter

Gamma method described below, except that the location parameter is set to z"'ero .
The shape parameter g is determined directly by solution of Morlund's
expansion of the maximum-likelihood equation, which gives the following as

an approximate estimate of q:

J 4 _ 1
_ 1+ 1+3(lnQ-N7T1nQ) . (8)

o B 1
4(InQ-N<%ln Q)

where:
C—D = average annual peak flow (incremented by 1% in
cases of data sets having zero flows)
N = number of items in the data set
Q = peak flow (incremented by 1% of average annual peak
flow in cases of data sets having zero flows)
Ao = correction factor

B is estimated as follows:

1 1
B = e N 0 (9)
6. Three~parameter Gamma (G3) . Computation of maximum-

likelihood statistics for the 3-parameter Gamma distribution is accomplished
using procedures described in reference 53. If the minimum flow is zero, or if
the calculated lower bound is less than zero, the statistics are identical to

those for the 2-parameter Gamma distribution. Otherwise, the lower bound,

10



v, is initialized at a value slightly smaller than the lowest value of record,
and the maximum likelihood value of the lower bound is derived by iteration
using criteria in reference 53. Then the parameters g and B are solved for
directly using the equations above replacing Q with Q-v. Probabilities
corresponding to specified magnitudes are computed directly by use of a
library gamma routine. Magnitudes corresponding to specified probabilities
are computed by iteration using the inverse solution.

7. Regional Log Pearson III (IPR). This method is identical to

the Log Pearson III method, except that the skew coefficient is taken from
figure 1 instead of using the computed skew coefficient. Regionalized skew
coefficients were furmished by the U.S. Geological Survey.

8. Best Linear Invariant Gumbel (BLI). This method is the same

as for the Gumbel method, except that best linear invariant estimates (BLIE)
are used for the function statistics instead of the maximum likelihood estimates
(MLE). An automatic censoring routine is used for this method only; so there

are not alternative outlier techniques tested for this method. Statistics are

computed as follows:

M = *(X-U(N,J.D) (10)

B = E(Xl-V(N,I,I)) (11)
where: .

[0) = coefficient UMANN described in reference 50

\Y% = coefficient BMANN described in reference 50

J = number of outliers deleted plus 1

I = order number of flows arranged in ascending-

magnitude order
N = sample size as censored.
Since weighting coefficients U and V were made available in this study
only for sample sizes ranging from 10 to 25, 5-year samples are not
treated by this method, and records (or half-records) of more than 25 years
are divided into chronological groups and weighted average coefficients used in
lieu of coefficients that might otherwise be obtained if more complete sets of

weighting coefficients were available. Up to 2 outliers are censored at the

11



upper end of the flow array. Each one is removed if sequential tests show

that a value that extreme would occur by chance less than 1 time in 10 on the
basis of the BLIE statistics. Details of this censoring technique are contained
in reference 67. Weighting coefficients and most of the routines used in this

method were furnished by the Central Technical Unit of the Soil Conservation

Service.

IX. COMPUTER PROGRAMS

Three primary computer programs were used in this study, and
these are described in detail in the appendices to this report. In addition,
a number of data handling computer programs were used, but these are of such
transient value that they are not described in this report. A program designed

specifically for application of techniques recommended in this report is

contained in appendix F.

Initial data processing.
The master computer program, FREQNCY, accepts annual maximum

streamflow data for each station in turn. It first deletes and identifies

all flows at the start of the list for each station until it reaches 2 flows in
consecutive water-years. Flows thus eliminated are assumed to be pre-record
(historical) flows to be treated separately from the direct statistical analysis.
These are listed in table 3. For each of the 8 methods studied, the frequency
curve for the entire record is computed. Pre-record flows in table 3 were

not used in this study, but are provided as potentially useful information.

Split-record computations.

Their records are split into equal parts by odd and even chronological
sequence (independent of calendar-year numbers) and, in the cases of odd-
numbered record lengths, the last flow is not assigned to either half. Also,
S5-year and 10-year samples are drawn from each record starting with the first

flow and selecting evenly-spaced values with the longest possible interval.

12



These selection methods are designed specifically to minimize the possible
effects of trends in the data and to assure objectivity. For each candidate
method, best-fit curves are computed for these 4 samples of each record.

For each method and each subsample, the magnitudes of flows corresponding

to the 0.5, 0.1, 0.01, and 0.001 exceedence probabilities were obtained from
the fitted curve. The number of flows exceeding each magnitude in the remaining
record were counted and the relative frequencies computed, stored on tape and
printed out. These data are for use in program VERIFY to establish expected-
probability adjustment criteria for each method and for one of the accuracy
comparison tests.

Split-record test data are developed by first selecting the maximum,
upper decile and median flow for each full record and, for each candidate
procedure, computing exceedence probabilities for each of these magnitudes
for each record half. These exceedence probabilities are printed and stored
on tape for later use in comparing the consistency with which the various methods
estimate flood flow frequencies. Data for comparing the accuracy with which
the various methods estimate flood flow frequencies is established by computing
the expected-probability plotting position for the largest, upper decile and
median event for each half record and the corresponding exceedence frequency

for the other half of the record, and printing these and storing them on tape for

later use.

Zero-flow and outlier computations.

All of these consistency and accuracy tests are made for 2 different
zero-flow techniques for those record-halves where zero annual maximum
flows exist and, in the case of each record and zero-flow technique, for 4
outlier techniques for those record-halves where outliers exist (except that
in the case of the Best Linear Invériant technique for the Gumbel method, only
the standard outlier censoring is used). Outliers are defined for the purpose
of this study as extreme values whose ratio to the next most extreme value in the

same (positive or negative) direction is more extreme than the ratio of that

13



next-most-extreme value to the eighth-most-extreme value.

Zero-flow techniques consist of:

a. adding 1 percent of the mean magnitude'to all values for
computation purposes and subtracting that amount from subsequent estimates,
and

b. removing all zeros and multiplying estimated exceedence
frequencies by the ratio of the number of non~zero values to the total number
of values.

Outlier techniques consist of:

a. keeping the value as is

b. reducing the value to the product of the second-largest event
and the ratio of the second-largest to eighth-largest event

c. reducing the value to the product of the second largest event
and the square root of that ratio, and

d. discarding the value.

In the cases of outliers at the low end, the words largest in (b) and (c)
should be changed to smallest.

These zero-flow and outlier techniques were selected simply to
represent ideas that have appeared in literature or to cover the range of

possible logical treatment.

Autocorrelation computations.

In addition to the above, the lag-one autocorrelation coefficients of
flows and of logarithms of flows for each complete record and for each half
record are computed and printed. Autocorrelation coefficients of flows for
complete records at all stations are arranged in the order of magnitude and
printed for assessing the degree to which successive annual peak flows are

independent.

Verification computations.

Computer program VERIFY accepts the output from the master computer
program, which is on one magnetic tape simulation in disk file for each USGS

zone. Two types of analyses are made by VERIFY. In the first, total observed

14



exceedence frequencies in the 2 halves of all records are compared with the
total computed frequencies and the normal-distribution adjustment for expected
probability. This is done separately for each method, and the ratio of observed
to computed exceedence-frequency adjustment for expected probability is
printed for each of the 3 magnitudes and each of the 3 record sample lengths.

In the second type of analysis, accuracy and consistency comparisons are made
as discussed above.

For the first zero-flow and the first outlier technique, the standard
deviation of observed frequencies and the average observed frequency in the
reserved data corresponding to the largest, upper decile and median values of
a half-record are printed as an indication of relative reliability and bias of the

various methods.

Partial-duration computations.
Computer program PARE evaluates the relationship between partial-

duration and annual-event observed frequencies of daily flows in a number of
station records. For each station, daily flows are read in for one year at a time,
the annual maximum event selected, and all maximum events separated by at
least 5 (plus the natural logarithm of the square miles of the drainage area) days
during which interval at least one flow occurred lower than 75 percent of the
lower of the 2 maximum flows are selected and printed. Using the expected-
probability plotting position formula, M/(N+l), for annual-event magnitudes,
such magnitudes corresponding to exceedence probabilities of .1, .2, .3, .4,
.5, .6, and .7 are interpolated linearly between observed events for each
station, and the average number of partial-duration events per year above each

of these 7 magnitudes is computed. Ratios of partial-duration to annual-event

frequencies are computed and printed.

X. GRAPHICAL PRINT-OUT RESULTS

Because of the possible light it might shed on the verification results,

basic print-out plotting was obtained for complete records for all stations and
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all methods, omitting any expected-probability adjustment. Of special note

is the relative frequency with which 1000-year magnitudes greatly (unreasonably)
exceeded maximum observed events on log-Gumbel plots. Table 4 shows for
each method and each USGS Zone the number of stations where an observed

flow exceeded the computed 1000-year flow. With 14,200 station-years

of record, it might be expected that about 14 observed events would exceed

true 1,000-year magnitudes. The Best Linear Invariant method is indicated to

be particularly weak in this respect, probably because of the low significance
level (10 percent) used for censoring outliers. A higher level of significance,

such as 1 percent, might give more satisfactory results.
XI. EXPECTED-PROBABILITY ADJUSTMENT RESULTS

The ratios by which the Gaussian expected-probability theoretical
adjustment must be multiplied in order to compute average probabilities
equal to those observed for each zone are shown in tables 5 to 7. The
Theoretical Gaussian adjustment was used as a reference because it is
available in mathematics and is convenient for this particular portion of
the study. It will be noted that these vary considerably from zone to zone
and for different exceedence intervals, but it is considered that much of this
variation is due to vagaries of sampling. Average ratios for the 100-year flood
level shown on the last line in table 6 were adopted for each distribution

for the purpose of comparing accuracy of the various methods. These are

as follows:
1. Log Pearson III 2.1
2. Log Normal 0.9
3.  Gumbel, MLE 3.4
4, Log Gumbel -1.2
5. 2~parameter gamma 3.4
6 3-parameter gamma 2.3
7. Log Pearson, regional skew 1.1
8. Gumbel, BLIE 5.7
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The high multiplier for the Best Linear Invariant Estimate of the Gumbel
parameters is due to censoring high upper values and consequently predicting
much rarer frequencies than Vx‘/vould otherwise be predicted. Observed
frequencies are far greater than predicted, on the average for this method, and
use of this high multiplier should compensate for this in the average case, but
might create opposite bias in cases where censoring does not occur.

Results of this portion of the study indicate that only methods 2 and 7
are free of substantial bias, since zero bias should correspond approximately
to a coefficient of 1.0 (assuming that distribution characteristics do not
greatly influence the adjustment factor). The following table for method 7
was prepared from data in tables 5-7 and indicates that the theoretical
expected-probability adjustment for the Gaussian distribution applies
approximately to the Pearson Type III distribution with regional skew coefficients
(Method 7). Coefficients shown range around the theoretical value of 1.0 and
with only one exception, do not greatly depart from it in terms of standard-error
multiples. It is particularly significant that the most reliable data (the 100-year

values) indicate an adjustment factor near 1.0.

Expected-Probability Adjustment Ratios for All Zones

Sample 10-yr 100-yr 1000-yr
size Avg. Std. err. Avg. Std. err. Avg. Std. err.
5 .81 .17 .94 .12 1.01 .13
10 .60 .22 1.12 .20 1.45 .27

23 .17 .27 1.14 .23 1.68 .28

In these computations, a single 5-year and a single 10-year sample were
selected from each half-record, selecting equally-spaced values covering

the period of the half-record.
XII. EVALUATION OF DISTRIBUTIONS

Table 8 shows average obsérved frequencies (by count) in the

reserved portions of half records for computed probabilities of 0.001, 0.01,
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0.1, and 0.5 and standard deviations of the observed frequencies from their
averages for each computed frequency. Tables 9 and 10 show accuracy
comparisons for 3 observed flood magnitudes in one half of each record

in terms of plotting positions of those events and computed frequencies for
the other half of the record.

It is difficult to draw conclusions from table 8, except that all
methods except 2 and 7 have observed frequencies far different from computed
frequencies and that standard deviations for those methods are commensurate
with those for other methods in relation to average observed probabilities.
Figure 2 shows a plotting of this for the .01 probability estimates.

Results shown in tables 9 and 10 also are not very definitive, but
again the low-bias methods 2 and 7 show results as favorable as any other
method, as illustrated in figure 3.

Tables 11 and 12 show consistency-test results for 4 observed flood
magnitudes in the entire record in terms of relative computed frequencies in
the 2 record halves.

Consistency-test results are not substantially different or more
definitive than accuracy-test results. However, figure 4 indicates that

method 7 yields considerably more consistent results than does method 2.
XIII. EVALUATION OF OUTLIER AND ZERO-FLOW TECHNIQUES

Tables 13 and 14 show accuracy comparisons for the maximum observed
flood in each half-record only for 4 different outlier techniques. These are
restricted to stations without zero flows. Tables 15 and 16 show consistency
compérisons for the maximum observed flood for 4 different outlier techniques,
omitting stations with zero flows. Unfortunately, no discrimination was made
in the verification tests between treatment of outliers at the upper and lower
ends of the frequency arrays. Outliers at the lower end can greatly increase
computed frequencies at the upper end. Average computed frequencies for
all half records having outliers at the upper or lower end are generally high

for the first 3 outlier techniques and low for the fourth. It is considered that
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this is caused primarily by outliers at the lower end. Values observed are

as follows:
Average plotting position of maximum flow .042
Average computed probability, technique a .059
Average computed probability, technique b .050
Average computed probability, technique c .045
Average computed probability, technique d .038

Until more discriminatory outlier studies are made, technique a appears to be
the most logical ahd justifiable fo use.

Tables 17 and 18 show accuracy comparisons for the 2 different
zero-flow techniques, using outliers as recorded (outlier technique a) .
Results in tables 17 and 18 indicate that, for the favorable methods 2 and 7,
zero-flow technique b is slightly better than zero-flow technique a which show
slightly smaller errors for technique b. Tables 19 and 20 show consistency-test
results for the 2 different zero-flow techniques, using outlier technique a.

Results are not highly definitive.
XIV. PARTIAL-DURATION RELATIONSHIPS

Results of partial-duration studies are shown in table 21. It can be
seen that there is some variation in values obtained for different zones and
that the average of all zones is somewhat greater than the theoretical values
developed by Langbein and described in reference 42. The theoretical values
were based on the assumption that a large number of independent (random)
events occur each year. If the number of events per year is small, the average
values in table 21 would be expected to be smaller than the theoretical values.
If the events are not independent such that large events tend to cluster in some
years and small events tend to cluster in other years, then the average values
in table 21 would be expected to be larger than the theoretical values. It is
considered that values computed for any given region (not necessarily zones
as used in this study) should be used for stations in that region after smoothing

the values such that they have a constant relation to the Langbein theoretical

function.
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XV. AUTOCORRELATION RESULTS

Results of autocorrelation studies are shown in table 22. It is apparent
that there is a tendency toward positive autocorrelation, indicating a
tendency for flood years to cluster more than would occur in a completely
random process. The t values shown are multiples of the standard error of the
correlation coefficient, and it is obvious that extreme correlation coefficients
observed are not seriously different from variations that would occur by chance.

It is considered that annual peak flows approximate a random process in streams

used in this study.

XVI. GENERAL CONSIDERATIONS

Trends and cycles.
There is some question as to whether long-term trends and cycles

(longer than one year) exist in nature such that knowledge of their nature can
be used to improve forecasts of flood flow frequencies for specific times

in the future. In the absence of conclusive evidence of substantial trends

or cycles, and in the absence of knowledge of causes that would tend to create
trends or cycles, it is usually assumed that such phenomena do not exist in
any magnitude that would affect frequency estimates.

As a part of this research project, autocorrelation coefficients of
annual peak flows for all stations were computed. If trends or cycles exist
in any substantial part of the data, there should be a net positive average
autocorrelation for all stations. The results of the study are shown in table
22. It is apparent that the evidence of natural trends or cycles is very weak
in the data used in this analysis and in terms of autocorrelation coefficients.
In the absence of more substantial evidence, it appears that the assumption
of negligible natural trends or cycles in flood frequency applications is
warranted.

It is possible that trends or cycles can be induced by human activity.

Where trends exist, data should be adjusted to a stationary condition by
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subtracting the trend-line value from each data item, and predicted values
must then be added to the extended trend line. However, care should be
exercised to avoid the use of accidental trends due to sampling errors
(non-representativeness of sample data), and it is usually wise to use only
those trends that can be explained by knowledge of physical causes. Where
cycles exist, data can be adjusted to sta_tionarity by subtracting base cycle
magnitudes from each data item and then adding predicted values to the
extended cycle magnitudes. Alternatively, only complete cycles of data and

prediction periods might be used, as in the case of the annual cycle.

Treatment of incomplete data.
Where a streamflow record is incomplete because flows in some periods

were too low or too high to record, data can be analyzed graphically by leaving
blank spaces for such data in those cases where the range of magnitude of the
missing events is known. If reliable estimates of the magnitudes of missing
events are possible, the estimates should be made, and the analysis should
proceed as for any other complete récord.

In the case of a broken record, where a period of no data occurs as a
result of conditions that are not related to flood magnitude, then the remaining
record can be analyzed as a continuous record having a length equal to the
total of the lengths of the individual record periods. In general, only
complete years of record are used in order to avoid bias effects due to
seasonal variations. If trends or cycles longer than one year exist, some
adjustment of all values to create a stationary time series is required, and
this adjustment would be made in relation to the original chronologic record
before combining the parts. In general, howevér, annual maximum events
recorded under natural conditions are independent of each other, as discussed
in the preceding section on trends and cycles, and adjustment to a stationary

time series is therefore not necessary under those conditions (stationarity

already exists).
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Effects of errors in flow estimates.

Errors in measuring streamflows can be random or systematic.
Systematic errors such as those created by once-a-day readings during
snowmelt or power-plant operations should be removed from the data insofar
as possible before a frequency study is made, in order to avoid a bias in the
estimates. Otherwise, once-a-day readings might represent. mean daily
flows, but not peak flows, and care should be exercised in their use.

Random errors such as those associated with alluvial channels and
other unstable controls cannot be removed from the data, and tend to increase
the over-all variance of flows as measured in comparison to true flows.
Ordinarily, however, the variance of true flows from year to year is so great
in comparison to measurement-error variance that this increase is negligible.
Consequently, ordinary measurement errors that are random will not appreciably
affect the reliability of flow frequency estimates and can be neglected in

this application of the data.
In general, there is no substitute for complete familiarity with conditions

under which flow measurements are made. Knowledge of systematic flow
variations, channel rating conditions, bypass or overflow channels, ice effects,
etc., is essential to a rigorous frequency analysis of the flow data for any

specific location.
One should be very careful in censoring data on the basis of measurement

accuracy. In the case of estimating a maximum flood flow that washed out the
gage, for example, it is much more important to recognize that all lower flows
were exceeded by this event than to know the exact magnitude of this event.

It should not be greatly discounted in the series, and certainly not eliminated

from the series on the account of large measurement error.

Use of historical data.

When there is some pre-record information on streamflows available,

it is possible to use this to adjust frequency computations. Usually such
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information will consist of one or more pre-record events that exceeded the
maximum event of record. In such cases, a graphical approach can be used

by assigning the largest historical event a plotting position based on the

entire period of known history (which may include some years before the
earliest known flood). Other events, including the largest recorded events,

can be assigned plotting positions based on the entire historic period as long
as such plotting positions for the large recorded events are larger than those
based on the period of record alone. An analytic technique using this same
procedure is described in reference 6. This technique is developed for use with
samples drawn from a Gaussian normal distribution, but should be approximately
correct and practical for the Pearson Type III distribution, using skew computed
from recorded data. Alternative methods were not considered in this study.

In cases where it is simply known that the largest recorded event was
not exceeded during a known pre-record period, its plotting position alone can
‘be changed, or the equivalent effect can be computed analytically.

Routines for managing pre~record information as discussed herein are

contained in the computer program described in Appendix F.

Flood estimates from rainfall and snowmelt.

Considerable study has been made by various researchers for deriving
floods of known frequency from rainfall or snowmelt factors of known frequency.
There is a cause and effect relationship that could be modeled mathematically
if all of the necessary data were available and the intricate interrelationships
were fully understood. In most natural drainage basins, great variations in soil
and vegetation types and conditions, and extremely complex variations in storm
rainfall, snowfall and snowmelt characteristics make very general assumptions
necessary to any such modeling effort.

It is difficult to assign a frequency to any particular storm, unless a
specific duration and areal extent is specified, and if that storm is transposed,
the rainfall amount and frequency on any basin in the storm area will change.

It is also difficult to assign runoff factors to a particular storm in order to
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compute a flood whose exceedence frequency is the same as that of the storm.
For these reasons, the technique of computing many years of continuous runoff
from precipitation with all of its variations appears to be most promising, even
though the various pertinent factors are difficult to assess and model during dry
periods.

In a great many cases, particularly for small areas, rainfall frequency
estimates in combination with rainfall-runoff models offer the only practical
approach to estimating runoff frequencies. This is true in regions where runoff
records are not available for small areas and is particularly true for areas
whose runoff characteristics have been greatly changed, such as irrigated areas,
urban areas and airports. In these cases, the same frequency of rainfall should
be used for all pertinent durations and area sizes, and average runoff factors should
be used in order to obtain runoff of that frequency. This approach may.be
fairly reliable for basins with very low loss rates, particularly for paved areas.
No tests were made of this in this study.

Where runoff records are available, they should be used as a primary
basis of flood flow frequency estimates until such time as models such as
continuous runoff computation models demonstrate reliable estimates of runoff
frequency from rainfall or snowmelt data.

Where probable maximum, standard project or other types of extreme
floods are computed from regional studies of rainfall or snowmelt potential,
they can advantageously be used as a check or guide in the extrapolation of
flood flow frequency curves. Exceedence frequencies of such events would vary
with geographic location and other factors, so they can be used in only a very
general way to assure that frequency-curve extrapolation does not indicate
an unreasonable exceedence frequency for these large floods. This would be

a judgment decision by experienced hydrologists.

Regional comparisons.

Frequency estimates or frequency statistics of flood flows can be

compared over large regions for the purpose of estimating frequencies for
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ungaged locations and for improving the reliability of estimates based on
gaged data at any particular location. Either estimates of flow for a given
frequency or individual frequencvy statistics can be correlated with drainage
basin characteristics. These characteristics should be features that would
logically influence or relate to runoff and that can be obtained for ungaged
areas.

If separate regional comparisons are made for flows corresponding
to more than one frequency, such comparisons must be coordinated to assure
consistency. On the other hand, if frequency statistics that are independent
of each other are used as a basis of comparison, close coordination of the
derived relationships is ordinarily not necessary. It is not obvious which
technique is superior, but it is likely that correlations of moderate to large
events would be more reliable than correlation of small or extremely large
events, since causative hydrologic factors are more uniform and can be
better delineated for moderate-size flood events.

A generally good approach to regional comparisons consists of making
a multiple regression analysis relating each frequency characteristic in turn
to basin characteristics, successively eliminating those basin characteristics
that do not contribute appreciably incrementally to the correlation. After the
best regression equation is obtained, residual errors that are obtained by
subtracting values computed using station data from values computed using
the regression equation can be plotted on a map, and isopleths or zones can
be constructed if there appears to be some consistent geographic pattern.

In this manner, it is possible to reduce errors of estimate appreciably.
XVII. CONCLUSIONS

Although split-record results in this study are not as definitive as was
anticipated, there are sufficient clear-cut results to support definite
recommendations. Conclusions that can be drawn are as follows:

a. Only method 2 (log-normal) and method 7 (log-Pearson III

with regional skew)are not greatly biased in estimating future frequencies.
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b. Method 7 gives somewhat more consistent results than
method 2.

c. For methods 2 and 7, outlier technique "a" (retaining the
outlier as recorded) is more accurate in terms of ratio of computed to
observed frequencies than methods that give less weight to outliers.

d. For methods 2 and 7, zero-flow technique "b" (discarding

zero flows and adjusting computed frequencies) is slightly superior to zero-

flow technique "a".

e. Streamflows as represented by the 300 stations selected for
this study are not substantially autocorrelated. Thus, records need not be
continuous for use in frequency analysis.

f. Partial-duration frequencies are related to annual-event
frequencies differently in different regions, and thus empirical regional
relationships should be used rather than a single theoretical relationship.

Of particular significance is the conclusion that frequencies computed
from theoretical functions in the classical manner must be adjusted to reflect
more frequent extreme events if frequencies computed in a great number of
cases are expected to average the same as would the true frequencies. For
the recommended method, adjustment equal to the theoretical adjustment for
estimates made from samples drawn from a normal population would be
approximately correct.

Of interest from a research standpoint is the finding that split-
record techniques in this application require more than 300 records of about
50 events each to be definitive, since random variations in the reserved data
obscure the results.

In essence, then, regardless of the methodology employed,
substantial uncertainty in frequency estimates from station data will exist,
but the log Pearson III method with regional skew coefficients will produce
unbiased estimates when the adjustment to expected probability is employed

and will reduce uncertainty as much as or more than other methods tested.
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It should be particularly noted that the treatment of Method 8
(best linear invariant Gumbel) in this study leaves much to be desired.
Results for Method 8 as shown in the various tables and elsewhere have
not been thoroughly checked for theoretical validity. This method uses
an outlier detection and censoring technique unlike that used for the other

methods and it is entirely possible that use of different outlier criteria might

substantially change the results.

XVIII. RECOMMENDATIONS FOR FUTURE STUDY

It is considered that this study is an intial phase of a more comprehensive

study that should include:
a. Differentiation in the treatment of outliers at the upper and

lower end of a frequency curve.
b. Treatment of sequences composed of different types of events

such as flood flows resulting from rainfall and those from snowmelt, or

hurricane and non-hurricane floods.
c. Physical explanation for great differences in frequency

characteristics among streams in a given region.
d. Development of systematic procedures for regional coordination

of flood flow frequency estimates and applications to locations with recorded
data as well as to locations without recorded data.

e. Development of procedures for deriving frequency curves for

modified basin conditions such as by urbanization.

f. Development of a step-by-step procedure for deriving frequency
curves for locations with various amounts and types of data such that
progressively reliable results can be obtained on a consistent basis as the

amount of effort expended is increased.
g. Preparation of a text on flood flow frequency determinations

for use in training and practical application.

27



XX, ACKNOWLEDGMENT

This study was conducted for the Work Group on Flow Frequency of the
Hydrology Committee of the Water Resources Council. The study was
supported financially by the Water Resources Council, the Departments of
Agriculture, Army (USCE), Housing and Urban Development, Interior, the
Environmental Protection Agency, Federal Power Commission, and Tennessee
Valley Authority through the Office of Water Resources Research. Technical
guidance was received from the Work Group on Flow Frequency on the
Hydrology Committee of the Water Resources Council. Special guidance
and assistance were received from personnel of the Soil Conservation Service
and the U.S. Geological Survey. Technical studies were conducted by Tsann-
Wané Yu, Richard Smith, David Ford and Rajendra Juyal under the direction of

Ieo R. Beard at The University of Texas, Center for Research in Water Resources.

28



6G61=6261
1L61=G261
1L61=G¢261
1061=9641
ClLET=pne6l
2LeT1=5261
cL6T=p6ul
2lel=n2el
TL61=9261
L96T=s261
2L61=5261
1L61=6261
TL61=8681T
1L61=G9161
1L61=%T61
1L6T=6161
1Lel=-v161T
1Ll6l=2681
1lel=g161
1L6T=T161
TL61=12061
TL61=5161
tLe1=gl61d
T/L61=0261
I VYA RT-}!
TL61=9161
TL6T=8261
Tiol=ane61l
1LeT1=6061
1L6T=9161
TLol=ne 6l
2l6T=g161
2L61=2n6l
elel=snel
2Lel=9261

Q¥0J3IN

40
001u3d

713
9t
9n
al
el
Lh
nl
ah
Sh
v
Ln
en
£1
S5
8s
2s
2S
8l
£S
2s
A1)
85
£S
en
8%
QS
en
|33
29
€S
LT
IS
AL
€S
9%

a40334

10

SHV3IA

N

a6l

| R
patusl
a@*eni
dutllee
PR*eae
"L MR T4
ae*ity
dotesgn
pg 12
patele
né*eae
e2°hsLs
aatree
eeter2
gevsh
aptste
ea*LeLl
pateln
e2'ele?
patLnit
patine
25%59
e0*est
wo‘ese
vgtet
@a*oth
29'g
il
?8se
a1l
e2*9lL
va'lLee
puieny
22°269%

v3yv
J9VYNIvVHAQ

*O N ONNQYD ATLLIVE LY ¥IIHI NI4ISHOH
) YN YYWVHYE HVIN M¥IIYI VIQ

2 N ‘VWVHYE LV HIATYH LV4

3 N f0HO08HVL LV HIAIN HVL

‘YA HAI0ONVYH LV H3AIH NOLNAVLS INONVOM

YWA 31VTANEYS LY HIALY XOLlVWOddV

YA ATIIASHILNVYD LV HIAIH SIWYD

‘YA ‘ONTINdS ONITIVd Lv HIAIHN NOSNIVE

YA 29713IMS00 MVIN HIATH YNNY HLIHON

‘aw ‘31IIASIN0D UN ¥ VILSOIVYNY 8 L(SIMHLHON
‘YA ‘33018 S3L00D Lv ¥ HVOONYNIHS 4 HMLINON

‘vd ‘37vQ SNYWYIHS LV X313¥D NvwWyIAKS

‘vd ‘L¥0dMIN LV HIAIMN VIVINAL

‘vd ‘9HNESWYIVIIM LV o VIVINND Hd NMOLSHNVHS
Vd NNY ONITNILS LV %3I3IYD ININOHVWINNIS HE ¥0
‘vd !NIdOTIIYMAYM HVIAN XNITHI NIAOTIYMAVM

"vd INOLIOUNOW HVIN XN3I34D VANVMOL

‘vd ‘VANVMOL LV H3ATIH VNNYHINOSNS

CACN $1136dWYD HVIN ¥IAIY NOLIOH)D

‘vd aQ¥04 SAAVYMI Ly %33d4D INIMAGNVYSE

‘vd ‘NM0LSL10d LV HIAIH TIINTANKIS

%A SN 8T7vd SYO00D Lv 1TIx u3IAVIE

N 390148 HOIH ¥V3IN ¥3ATY NVLINYY HONVY¥A HLINOS
*LA INOLONTITIMY LAV TIN N3LLVE
INOJONTHEYE LvIND HVIN H3IAIN JDINQLVSNOH
‘oovW 410430 11IANIM Ly XOO0HE SSOW

LA IISAWNSSYVd LV H¥IAIN JIS4WNSSVYd

*sovwW

*I% Y3INTASWYAY Lv 00¥d FVNTASKYAY

CHEON MIVRINYIW LV ¥3IATH NVOIHNOS

CHON 4T101SIHE8 HVIN HIATIY HIIWS

, ‘HEN YWYMENA ¥VIN HIAIY H3LSAO
*3IA4 ‘STHVd *0S MN ¥3AIY NI990ISO¥ANV IVLLIN

*In 11 40HIXO4=¥TIA00 HVIN HIAIY SINBVLIVISIL
*IW CLSHIHWY LV HIAIY NOINN HINVHE 1SIMm
*3IW FINIM LH04 kv M HSTI4 MO39 ¥ NWOP ‘LS

AWYN
NOTILVIS

STSA[RUY UOTIROIJII9A UT POS[) SUOTIRIS MOJIWRSIIS

T e1Rl

wdrpoende
paeggaze
PASGRAZY
eAGLRALR
AV 99220
A5 65020
VIRGEA2e
23g2la2e
22014919
02505919
220291
P2089510
PBBLIGTR
#AV955TD
eAvENSta
aavesqle
BIN2ESTd
2UGTeEGTa
20562510
PaATetTR
aae2Lnte
gosaznie
205996512
NAR62¢ TR
AASL6TTR
28559110
PASSETTY
23090110
22ON62YD
rRagliate
PARELBTA
ANALGATY
AASTSITO
PANL2410
paentalla

HIGWNN
NOTILlvis



IL6T=peol
1L6T=n261
1L61=¢161
6961%6561
(961=§161
L961=t061
L961=€T61
T1L61=6061
1.61=6061
1L6T=6061
1L61=1161
TL61=8261
2LoV=sa6T
1L61=8361
TL6T=1161
TLo6T=n261
1L61=0261%
TL6T=5261
1L61=526%
8961=2161
1L6T=h261
TLeTe5261
1L6T=1261
TL61a1261
1L61=0%861
TL61=2%561
TL6T1=2061
L961=0567
L961=6161
Tlet=9g61
L961=9561
L961=p2613
L961=0261
1L61=2161
L961=1ng61
EIeEL]
40

G0T¥3d

T
Ln
8s
vs
9%
89
nS
9t
Sh
Gh
6
eh
S9
a8
95
in
9t
ab
9
nsg
eh
en
6h
9h
Ih
-3
€9
LS
gh
1 %9
13
Ly
Ly
6S
1’5
Q¥02 34
40

SaviIA

we'sts
To's
e*L2s
a1'e2
patiel
pu*9SL
nateas
2a*L69
vatent
de*s26
aptsen
A0*691Y
ga‘eing
pp'g8e

aateLn
ga*sgel
2n'Gss
pe’en?’
ganel
patee
en*i2t
pR*L92
gpataee
poteLt
ao*Lel
PBa°91h
1 R 11Y
ve*iel
2o°s6%
¢t
914
eginn
P9 " 48¢
PRt LLY
89'2

viyyv
JO9VNIVH0

penunuod 1 9[qel

YMOT ‘S3IWV ¥VIN HIAIN MNNXNS HINOS ABABLHSD
YMOT ‘ALID WMOI Llv X33¥D NOLSIVY @ARSSHSE

'SIM ‘QVIHAO0HE ¥VIN YIAIY HVONS 2ASIENSO

71 1IN TIINNOI LY H3IATY VNIV »H04 LSVI 00SSTNGo
'gIM IINHIN HVYIN HIAIY IIHIVHD 2ASH6ESH

‘SIM ‘INNIASTITVIAN Ly ¥3IAIN X¥IVi8 d80108gS0

‘SIM ‘09341 HVIN ¥IAIY NOOVHIWYN 0BG2EES0

SNNIW ‘ST1vd QOOMO3IY ¥VIAN ¥IAIY QOOMU3Y PBS9T1EGO

VA 'S YALIO INOLS 9I8 ¥VIN HIAIY INOLSLIHM #A0162S0
SNNIW ‘aN0T1) *LlS HYIN HIAIN XNVS POSBL2GH

INNIWYHIMOL ¥N 1 NOITTIWYIA MOT3E N NOINTIWHIA 02062168
VEOLINYW “3NavYdS HVIN XIFUD INIVHLS 8209AT1%0

*Mya N Y3IHIIN LV HIAIYM YNIHW3Id 20@eatge

U UNNIW YA3NIVA NIML LY M¥IATIH 3TN A1IM @BS290S8

YLA fQu04HITY HVIN H3AIY I0ONNSISSIW 0dacEelhd

SAUN ‘oMM04 378YS NV LV ¥ 378VSNY HINYHE LSY3 8a0G6L2H0
SAN ‘SILTIHAL LV HIAINM SSVHO 200GS92hH0

SACN ‘f9M3gVLl LY M3ITUI HSId4 HINVYE LSY3I @as2hihve

AN YVOVHLI MVIN X3I3HI 1Ivd d28hESHO

CAPN UNIGNTT AV ®3I3HD VANYMYNOL FLLTT adac9leha

OIHO ‘VINAVLHEY ¥VIN HIAIY VINAVIKSY angatene

OIHO ‘v3¥38 HYIN H3AIYM ANIOH AdStaZHe

OIHO YANSNANYE ¥3ddN ¥VIN HIATIY ANSNQONYS 20596140
OIHO ‘SONINNIL LMOd4 HVIN HIAIYN 3IZIVIONY AB8S9Q1THA
*MIIW YLI0ML30 Lv 39N0M HIAIY (AAS99ThE

"HOTIW YAINVEVITd INNOW HMVIN MIAIY VMIddIHI 388hSTHE
*HIIW ‘ONISNVT L1SV3 Lv HIATY dVG3ID A3y @as2ithe

'SIM ‘9MNANVQID ¥VIN %3IUD WVAID 88598300

*SIM ‘SovHYVEWI HVIN HIATY SSYNHVEWI A0S8LOYE

‘ T OVINTONTATE W SHNENIVIE 286666%0

: OIHO/NOLIOHS0OD OIHO 13666658

"NNIL ‘SQ00M 1¥74 ¥YIN HIAIN O0IV44NE 2Rehe9Ee

UNNZL 1AM ILTIHM HVIN HIATIN ITHOLIVNOIS BOBTLSKED

vo VIO ¥VIN HIAIH V0II0L 0BB8GQSEN

*NNTL T1FAVHD SAMVHS HVIN ¥3IIYD ILIHM ABne2SKEe

IWYN HIGWNN

NOILVIS NOILviS



856T=9161
eLoV=n2el
1461=1261
1L61=8261
Zlol=pn6l
0L61=1261
1L6T=1261
eLOT=1261
TL61=L161
1L61=4261
Il6T=gT6l
1L61-g561
TL6l=1261
alet=1261
1961=2561
1/61=188%
1L61=1561
TL6T=1561
L961=2061
1LoT=L161
1L61=8T61
L96T=T161
1961=0261
L961=1161
L96T=5161
196i=n161
L96T=nT61
L96T=5T61
1961=/561
1L61=QRr6l
TLeT=p261
TLeT=LR6Y
LL6T=3T61
bL6T=1261
08023y
40
GOTu3d

1%
2h
a5
1S
LS
41
6h
Lh
6h
un
en
s
137
a5
6h
he
I8
an
an
29
r4
ah
IS
iy
a2n
eh
9h
£S
S
as.
19
nh
£9
85
A
0y033yd
40
SAVIA

281

B Toul
watLee
Bo'9SH
AT
ne'
#D°*v9s
ao'eon
wote6S
na*taL
A0*v62
patpaee
qL®
aatenat
eB*8as
06t
ap*ete
g% 982
pote
ga*enee
T AR WA
po*ense
ea*nae
go*ige
necsEh
e8°e9
sl
wL'as
notaen
gl
Ba*syL
ga‘*sLs
patess
nR*se9
petvan

v3Iuv
A9YNIVHO

0700 *yy3d SINId HWYIN ¥IIWD uIAVIE IVLLIT
‘YYYy HSNHY HN ¥ 0v44nd

YOW YNTIVY Ly HIATH SIWVE

*OW ‘NOSH3ILLIVA HVIN ¥IATH SIINvVN4 *iS

OW *NOIMNN 1V HIATH ISNIAYNONA
I4NOSSIWYITOIND IwW

*On *A3INId 918 HVY3IN HIAIYH A3INI4H 918

*ONVY “1103% L¥04 HVIN HAATY NOLVWHVW

'OWw ‘ALID NOLAIND Lv HIATIY INIWY

VMOI ‘ALID SIAVAO LV HIAIY NOSAWOML

CONYN ‘¥MNA40OL VAN ¥IAIYI H31070S

SSNVYX ‘11028731 Lv NIAIN INIIVS

*HEIN ‘INOWISON HVIN NIJHID HiAVIE

*OW 'NOTLINNL NOLONITHNG HVIN HIALN AVMYQON
‘OW "XV4NIVA LV HIAIY OINNVL

COAM 7¥T133M HYIN X33HD MOHD HLINOS

0109 “SNOAT AV MII4D NIVHA 'iS

SHAIN AIHSHIH MN NIFAID QOOMQOHIS

*HEIN 44NTIES1100S AVIN HIIND HILINIM

SOAM ‘yo0Llvyvs Llv ¥3IATH 31LVId HLIWON

_ YMDT YNV907 Lv d43AIY ¥3A08

vMOI YITVIANOILIINAN0D LV HIAIYM xNOIS 374i1IM
CINOW “‘vQvzZilv ¥V3IN ¥3IAIY IHNOSSIW 371117
OAM “36133433W LV H3IATH TINGATN9

*INOW ‘SONITNIE HVIN X3I3IH) NOAYd

CINOW *371IAT3W 3A08Y X334 SSva9 L3NS
CINOW “ANYANNOE *ITLVNNIINT LV ¥D ISHOM
INOW TINIWIY HVIN X3I3¥D AIwWN3L

*ANQW “3INOLSMOTTIA LS3IM N A NOSIAVW

NIGNOISIM/’Cam IANOWINNTS
"1 401314WNAG LY MIAATYH AQGANW 919
ST 43NVX HMVIN NI3INT NIGNOIVW

ST Y0TTIDIANOW LY HIATH NOWYONYS
T C3GISHIATY LV HIAIM SINIVI4 S30
OW YONVIAVM LV HIAIN XO4

IWYN
NOILVIS

penuniuoD 1 °qrL

240860:L0
PAALSOLS
PAS2SOLD
PASLERLR
eN691040
18666690
PoVRs 6o
vaS L1690
PIRLAGIY
¥3086890
2A568890
PRS69899
28155894
ABSL1990
agestTa9Q

PARASS L[99 —

2006n21.90
PRR26990
28r18990
08nL2990
20560990
?0992990
0ANNEL90
NAs9L290
nag91298
pRSBAc9e
20069198
08529390
AaGL5290
12666659
PBRL6SGB
RBRLIGSE
29021590
2352€SS0
PARSENSA

H3EWNN
NOTLYLS

ye 127



g96l=6561
8961=2161
g8961=/%61
B96T~1%61
1L61=2061
[L61-S561
1L6T=R161
1L61=2261
1LeT=6%61
1i61=6261
1L61=5161
16125161
VL6l=n?261
1i61=1n261
Ti6l=l%6l
1L6T=8961
TLel=g261
Ti6l=¢261
1i61=ti261
Blel1=2261
Blel=R%61
BL6ET=ph 6]
TL6T2L56]
6561=2161
TL6T1=6261
LG6&2=9%61
8961=R261
g961=a561
g961=g2061
116i=ns61
c961=1061
1L61=52061
pqei=9l61
PG561=9161
4q6l=9161

480234

40
00Tx3d

2%
an
§3
[31
£9
9¢
49
6n
43
eh
9%
95
Lh
Lh
ne
£
an
L
1129
131
2t
ot
ng
iy
an
9¢
an
Ss
an
LY
19
gn
LAY
he
ny
ax0J 44
40
SHVIA

R
w9'atl
2a‘pl
2ste
apteed
3lL%aY
vR’s6s
A0°n9L
g9 €49
po . 9s¢
pa’hLel
sa’nis
patons
ee’gaot
e’
te’
go*elé
na*t19e
pB°'s8s
dv’ohe
2o*9N9
pe’elLl
PR*698
we*use
petLel
pe'9Ln
pa‘’sie
2% 11
po*rag
PR*6S6
du'Ege?
ansl
L
ge'e
cg*

v3uv
d9WNIVAHQ

*X3IW N J4 VINVS dN SNOISHIAIQ dv ¥ InONS3IL naq2asea
'X3n °N Y003 CACHUY dVIN OHIINT OIH AARTLZRO

*X3W SN 0MH3ID HVIN ¥3IUID NILYY pavEolien

XA N fYITTLS0D ¥N X3IIYD NVAILSTIINVS POGES28R
0702 *3L090W HN H3IAIH SOMINOD ABG9N280

0900 ‘INOLSINI YN NIIHD INOLSIY) HINON AAgL22Zee
0702 ‘3IHIVNOVE HVIN XII¥I IHIVNIVS AdAL2280

X34 ‘YNNIVT Lv H3IATYH SIJIANN AApB6THE

*x31 0I9N43d LV HIAIN NOISSIW PAGeatisn

*X3IL ‘ONITINT MVIN X3IHD WNd 0B0eCLTGR

*X3L 'NOILONNL ¥VIN H3AIN ONVIY po0QSTRO

X314 'NOILONNL ¥V3IN ¥3IAIY ONVIY HIBHON 23c8h100
X331 ‘AT¥IALSVI HVIN YIAIY VIOSVAVYN B2SO1180

X3L Y3TIIAY3IN0S AVIN XIIHD VNO3IA vovBTT90

X31L 713631y HVIN 2oM QIHSHAM %II¥D AMESNNE 182860R0
*XAL 73S3IIY AN 2%A (QIHSHIM NI AMSNuE L2286888
x3L INOLAIND HVIN H¥IAIM INDS0O HLINON 200S6440
*X3L YIZLINNOH VAN XIHI I9VITIA @pasTnawe

*X3L INVWAING MVIN ®IIAND NH¥04 3NV nBoelane

'V ‘Y3Lvmuv3T) dVIN IT¥G0I0D NOAVE NoB28ELR

‘vl ‘14380Y LV d¥3AIN VOMHVAIONVL POSSLELD

v 3JINYIE YN INNOBNVEG NOAVA M4 INQAIN BASGI9EL0
"MV ‘NOLIN3E Lv MIALY ANIIVS 400€9%L0

'X3L INOSHIAL4AN HVIN ¥IFYD SSIUAAD AU@9INELD

*VINOG ‘NMOLITOVI HVIN HIAIY ¥HO04 NIVAINNOW 02P655L0
‘YINO ‘3aNTE dviAN H3ATH 308 2AG2LELY

'x3W N ‘SYNINANOTI09 ¥VIN %3I3ANI 3L0A0D gaaglizie
XIW N Y1SIN 3T19v3 HVIN X¥3I3IMI 3IVIW XIS 200gR2L0
"Xan *N INOSMYQ HYIN H3IAIYN OQIWNIA BRACAZL0

SYTIMO ‘HYNDITIMYL AVIN ¥IATIE SIONINTT mas96iLe
PSNVY ‘NMVHLS LV ¥IAIN OHEO3N adanaelle

TOIONIMAIY HN*SSONI SIHYNVINVW LV ¥ ONVHHINH 282TTTLe
‘0102 ‘AVYMAIVH ¥VIN MIIN) J3IIHS 2aSTATLE

. ‘0102 ‘AVMATIVH ¥VIN XIIYD NOIY @antatjle
Y0700 “HMv3d SIAINTd HUVIN MIIHD LLINIVS AQSQ6MD

JWYN HILWNN

NOILVIS NOILVLS

panUTIUOD T o[qeg



l1l61=6101
TL6T=1261
TLol=-8061
Tl6l=1161
1L6V=R161
Blel=Lg61
1L61-5861
1L61=1261
1L61=5061
TLel=5T161
TL61=1161
1L6T=0R61
146125161

clét=gs6l

eleT=nT6t
eL6l=6261
1LoT=6061
2L6T=5261
BLET=6261
1L6T=h061
L961=2161
TL612hS6t
1L61=9061
1161-6061
L96T=5T61
1L6t=0161
T1L6125061%
L961=hT61
TL6T=L161
1L6T=126T
1L61=5061
TL61-8561
BY61=8961
8961-5561
8961=h161
08073y
40
60T¥3d

29
&h
29
LS
in
133
£9
as
£S
8BS
9h
L9
L8
he
99
1%
29
Ly
ah
LS
nS
LE
£9
29
A
ih
S9
€S
34
a9
%9
11
9%
21
2s
a¥023y
40
SHVIA

2691
pa'ue
pa*nee
eaeLe
pe*nel
2008l
P6 6%
o6l
petlisy
Av*es
natonhs
sa.moﬁ
P0*092
Lo’
ee’ete
eR*ees
8o hes
pa*ial
po*988
ro*LS
20°09%1
pB*els
patuel
pate9l
aa'tat
20°19%
20*nas
an'ess
ant6ge
pa'est

eatiahl

9¢°
aptest
oe'pe2
ga*ne

v3uyv
J9VNIvad

*4TIVI‘SANVIHITH LSV HYIN 334D 9NN 00SSSe1l

e e L G n

NOTAVLIS NO9AMO *AINYOINIQ HVIN XIIHD LNONI ARG9BHBT
*qIN0ISNANE NYIN MIAIN SITATIS waccecp!
'g3¥07A378IVvd HVYIN HIALY NVIAVMIKID agenatpt
93407130V HVIN ¥FIHI FTVIWALINIML ©#80995P1
JITIAITN0D SN o YINTyM FULLTT g ¥ ¥INTym (SIM RBR962RT
$4IIVY CYHINYTIO HVYIN XI3INID QOOMNOLLOD v2vu9aziat
4IV) *4OHSIA ¥VIN XO08 NOISIAIG Lv %3340 3INId4 20219207
411V fYIN3ESIH HVIN MNIIND 4330 2dsB92Rl
HYLN 4¥3Av3E ¥vaIN M3IAIY ¥3AV3IE a0She2nl
HYLN ZHIOLVH LV 43ATH ¥ITA3IS odashiial
YIn ‘A3INYVO ¥VIN ¥3ATY ¥3IGIM Aase2lal
N WNYAHW ¥N WY@ 02 1 4 d N 8V X404 xpmumxu<40,@@mn.“ﬁﬁ
VNOZINHV’2«M Q¥044VS 1466666
*Z1dv *NOSINL HYIN X¥3IIHI 0LININ sasocaﬁs
214V ‘$3TVOON HVAN dIATN ZNUI VINVS AASAON6O
HYLO “NIONIA LV N3IAIM NIGHIA @4209ut6d
YZTdv /NOANYD ONVHO HN X33HI TIINY LHITHE 000LAn6d
$ZIMY ‘INVIIMONS MVIN ¥IIMD HIANIS PEST6E60
0909 “SNHILSIH LV HIAIY VIVid ¥ 20659€60
*X3IW N INOLONIWHVY LV HIATY SYWINY 0OSH9E60
0700 *MLITIQI LV HIATYH OFVAVYN 2209v€60
HVLIN *NOLONTILNNW V3N X334 NOLONIINNH 20BOBIS6D
0102 #¥3IX¥IAW HVIN HIAIN IJ1IHM POASHOE6D
HYL1A *IYNY3IA V3N %3380 AITHSY P3599260
0709 ‘¥ILVIS HVIN NH04 ¥ILVIS 0BNGS26D
*0700 ‘SININAS AVOSWYILS LV HIAIY VdWVA 0AS6£260
*OAM ‘¥30TIN08 YN HIATH XH04 MIN 2401A260
0709 LNOWIV Ly HIAIM LSYI pBs2tl6d
0700 NVHETT00 MVIN X3IY¥D QUVZZNG @98S5L6360
*0700 SONINAS GUOMNITI AV »¥04 INIYVOYH 0PAS8R60
03IX3IW MINY24M INOAINONATY 1@666680
*X3IW N ‘SUEWIW HVIN UIALN SIAUAWIW Qa0LlLlhR0
*x3Ww "N 700NOH LV 0SQQINY OIN @naesg
SX3IW N YYWNZILNOW HN HIAIYH SYNITTIVS 80aS88¢
ANVN HIAWNN
NOILVLS NOTLYLS

penuniuo) 1 IIqe]



[L61=5061
1L61=1T61
TL61%5681
1L6T=p161
1L61=R161
1L6V=5861
TL61=6061
8961=0161
89610161
TL61=6561
1L6T~6561
TL61=9261
196121261
L961=pT161
L96T=1261
1L61%5261
TL61=2261
TL6Tensol
1L6T~2061
2L6T=6261
TL6Tel681
1L6T1e1t61
1L6122261
TLoT=g161
1L6T«an61
TL6T=Tn6T
TL6T=S261
1L6t-8261
1L61=5261
TL6T=1161
1L61e916t
TL61=BS61
TL6T=1261
TL61=1161
1L61%6261
04073y
40

G0Ty3d

£9
85
Si
19
19
99
2s
9s
it
2g
as
£
9N
9n
£
9%
nh
Ly
29
&h
LS
AS
v
9
111
¢
9
11
9
£
S
Th
as
a9
Ih
ay023y
40

SY¥v3IA

pa*esn
vecs9
e0'0RLSt
potetell
20°2S.LS

ee°nee

26°89
2168
setals
pB*S6s
pa'ge
pp'*e222
ee*tL9
pa'snst
oa*ni
vo°ssL
geaniyt
gogal
pA*SSE
PS°§L
ed*e692
eB*h9e

_eetele

ee*1sL
8R°LES
ae*Le

pB*989
' AR L)
88°291
20'see
es'el

pe*sse
p0°*181
oo'gneg
op'set

v3yy
A9VNIVYQ

OMVQI ‘ANTIHD ¥N “HIONVY TI3MOM LV ¥ 1S01 918
OHVYQI A3INVO YN “X%IIYI ¥3ddv¥l 8Y I3 35009
OHVAI ‘YXOCQINIW dN ¥3AIY 3INVYNS
OHVAI ‘L004X3V78 NVIN ¥IAIN 3INVYNS
OHVYQI “3SI3AH HVIN HIAIY 3INVNS

o %OHM 'NVYHOW LV H3AIM 3INVNS

P0502T% 1
ans2eat!
0851901
08569091
eOsLEALT
poATIAST

'MSYM Y03IdWVL HN M) WOANVLIMY 4 N

*HSYM INIVId Lv NIAIY IIHILYNIM

‘HEYM “NININILS LV MIAIYN NINIHILS

OHVAI 3TTIAVNI LV ¥3AIY 3INITVSQ ¥N30ID

‘MSYM “3ITIIAN0D MVIN XII¥) NIW

"HESVM YAHY¥34 HYIN ¥IAIN IVLL3IN

SINOW “XN049I8 ¥VYAN H3IATH NVYMS

*INOW “S711v4 VIGWNT0D ¥VIN HIAIY AVIHLVIA
CINOW ‘ITTIASNIAILS ¥VIN XIIHI XNH¥O04 LNMNG
OHVYQI “N337T1I3 LV H3IAIM IIAOW

ORVAI “VINO3T iV M3IAIY IVNILOOM

‘HEVM ‘WYHSHINIIM ¥VIN ¥ YIVSMOON X¥O4 WiNOS

*HSYM ‘X3ONI HY3IN ¥IAIY HSIWONANS M¥O4 HINOS
S ‘HEVYMYHILYMNIIYD Lv HIATY HILVYMNIINS
VM 78339NY Ld N ‘48 OTYNOQIW LV HIAIYM vHMII
*HSYM 3NV LINYNING LV HIAIY LInYNIND

*HSYM YONOWAVY MVIN ¥IAIM HLIMON

82S0nget
eBBLSMSY
eapismet
gaesiner
posean2t
eastamet
eaeoLeRt
P08SSSERT
peoteses
easloc2y
P3050521
20068221
LTI R 3
205160821
gasshoRt
PaS6EBT
Ao0eL1021

417v) 7y¥vy S3IWOS LY N NOWIVS

*4ITIVD ‘VANVHIW ¥N ¥ 133 4S8

$41IVI “37VOHIA0TD HN ¥I ANQ

S419v) Y0179 ¥VIN ¥3IAIYM HIHLIVI4 ¥HOJ INQAINW
*4TIvD ‘SONITOW SO ¥VAN 334D 11IW

41TV X3I¥I LVH HVIN MNIAJYD LVH

VI 00vH00 13 HVAN H3AIH SINWNSOD YYO4 HLYON
2 YdWVI *H3H ANYINYD LV MIAAIY INWNIONL I704IW
IvI‘QWAYY ¥N JLISHYQ NYNVHONG LV ¥ YITIHIMOHD
4IVD dnvd 44170 HVIN H3IATYH SONIN NHO4 WLNON
$4TvD Y3VVIANYIN HVIN HIAIH NMIM
SA4TTIVIINIVIE VONVAOL HVIN X338 vONvdOl

ARVYN
NOILlvisS

penunuoD 1 eqel

naszastt
@asS9Lnll
ABShonTs
ABS26€1T
2as1egl!l
05SSSi1T
PASEELTE
pep2edtl
2a065211
eansi21y
pag9elnt
peAnaIfy

H3IAWNN
NOTILViS



2L61=9261
2L61=92061
2L61=5161)
2leT=5161
2L61-9261
2L6T=5T61
10616161
L961=6261
1L6T1=1161
1L61=1261
1L61=5267
iL61=9T61
1L61=5061
1L61%60061
TL6T=1161
T/61=0061
TL61=9061
1L63=2161
1L61-60061
TL61=6061
TL6T=LT61
1L61=5T6%
TLeT=nT61
1L61=0061
TL61=L681
$961=n161
1L6T=526%
1L61=-8261
TL6T=1161
8961=5061
1L61=2261
TL61=p261
1L61=0161
@L6T=G161
1L61=6261
LEED
40
QoTH3d

LY
a¥od 3y
40
SHV IA

811
sL'2
CTRA
ontee
pa*el
ai*n
attes
we'st
AT
ng'en
vetets
P2°691
ne*en2
oatnin
ne’lee
¢e*1L9
pa*9t2
eatLyy
natLe2l
20°B9¢€
Q8'99¢
oLt Ln
patiat
2a°¢9
patease
28°598
2989
vn*gie
ve'e9Ls
2ntete
26°18
pa*dte
ool
pat6ae
guten9

vidy
49YNIV Y0

TIVMVYH NINTONOH HVIN WVIHLS 313%Nd Bdaenng9t

ITIVMYH NINTONOH ¥VIN WYIALS VNIVNVON avdel2e!l

MYH VMYIHVM NN ¥8 194 8Y WHLS VNHYNOINYX 4 N 23080291
TIVMYH 3NHIT 3N YIAIY VYNIIvM 4 § A2POXN9T

MYH 3713373 3N WY3IHLS IHYNNVYW MOT138 ¥ IdI4YNYH *de6ha9t
_ VIWIVM HYAN WVYIHLS IONIVMVYN 20201097

TYNSVIV NVNTIHILIN N M33u) WSId eaev2last

VHSYIV NYINAL HN Y¥3FUD AHLON0A pacanagy

VASYIV _9¥NASHILId ¥N %33HI IAVISVI AuR92ast

9340 ¢VRIINVL 3N ¥3AIH SIONIAII %3 1SV3I masesgnd
*9380¢1334S08d 3IA08Y HIAIN IN90Y ARR82ENT
*93N0S¥IM0d LV HIAIY 3IVININO0D My0d4 08 Beas2gnt
93407713718 L1V ¥3IAIN 2137118 ssmmsm |

‘HSYM YINVT HIATIS HVIN ¥3IAIN INUN0OL sas2h2H!t

*HGVM ‘AOOMMNIVA LV ¥IAIY ZLITMOI Aa@S922nt
*9340/VAVIVLAEI LV HIATIH SVWYNIVII @AaealZnt
‘934074108430 UN HD ¥30TIN0H 9 ¥ WYILINVS N BA88LTHT
*93¥0‘IOQATUNVO UVIN XIIWD NOWIVS BASININT

SHSYM f1lT1d ¥VIN ¥IAIY LVIINDIITIY P20ETTH]

‘HEYM ‘QOOMNITO HVIAN HIAIY LVLIINIINY @0@ATINT
*93407A31IVA HOAL M9 ¥3ATM ILINM QASTALNT

*9340/ANIE HVIN %3N O IVWNL 0RARELANT

'OIUO/HVINN MVIN ¥ITJHD SYWVI 00S2hanT

... "93d0'NOLTIW ¥N d VIIVM _VIIVM X4 0S @@patont
"HSYM/NIJO0H LV H3IAIYN 3SN0TVd nelTSsEl

OHVGAI “3V1TTAIONVYS UN ¥ HILVMHVITD MNUOJ WMINOS AGBREEET
*9IYO/YMOTIVM HYIN ¥3ITIHD ¥V3IA QQSBESES

OHYQI *3NId M0TT3A 1V %3II¥D NOSNMOI PORETSST

OHVAI ‘NOWTIVS LV dH3AIN NOWTIVS 22620585t

*9IH0HINVE HYIN HIATY HIOMDd AASSL2KT

OMVAI “A3VIVA NVIAONI 8N ¥ ¥3SI3M 371117 0201925}
*93N0YAISMIYA HVIN HIAIY HNINIVW @BaHT125T

OHYQL ‘SONIHAS NIML ¥VIN M3AIN ISI08 208SQTLT

*AIN X3I3I¥D Q109 HYIN HIATY JIHAMO @aSHLTST

OHMVAT 3INIVIE HV3IN ¥I3¥D SYWYD sdgintiss

ANVN H3IAWNN

NOILVIS NOILVLS

panupIuoD 1 3rqel



TLel=0561
TL6T=1¢61
TL6T=2061
1L6T=0n61
1L6T1=4261
TL61=ng61
tloel=1g061
1l61=8061
TLel=pg6l
TL6l=n261
Tlel=Lg61
tLol=L261
[L6T=8%61
Q023
40
G0Ty3d

2lolegeel
Clol=5161
2lei=2161
2L61=h161
2L6I=6161
2L6l=L161
2LV =156

043033

40

GO0T¥3d

114
an
(31
It
€en
I
6%
gn
11
in
ne
41
11
ad023y
40
S¥v3IA

nh
99
LS
S
an
Ln
LAY
040033
40
SHVIA

v9tLn
po’nel
andeln
08*ss
at*12
L6'L
oLsE
ne*hL
aa*ne
goatenet
get
gn’
12°*

L ELL
J9YNIvyad

L AT
11°n
85°%¢
6n*s
89°%¢
e9'n
t6'

v3uyv
39vNIvaQ

4IVI ‘GHO4INI0T HMVIN X33IND NV3IE

*4IIVI INYWMIN HVIN MNIIHD vEWILSIHO0

*417vI ‘A3INVO HVIN HIALIY I0NDSIS

IV ‘ZINA VINVS ¥VAN X3II¥I vAINGY VINYVS
*4ITIVIY/0ONYNNIA NYS HYIN ¥3I3IHI VONNLNL ILLIN
$4TvIY0¥0L 13 v ®33¥D OSIV

41V YONVHLSTIAVDI NVNE NVS ¥N 0JNAVHL OAONNYV
4TIV ‘vINAASIAM HN ¥ IAVLOW HHO04 LSIM

S41TVY YSINIHAS WIvd AN M NOANVD Wlvd

*x3L ‘QVHSTIHYY UN HIAIY OHINOD HLINON

X34 13831y UVIN TeaM QIHSHILYM XNITIHI AHSNHS

X34 *3ICATH MN A GIHSYLIM HI AHSNNE
*x3L 471383IIH N 2eA QIHSHLIM ¥ AMSNYHAH

IWVYN
NOTILlViS

SNOILVLS MOT4 0¥3Z

TTuvMyH YOANOHITA LV H3IAIY NUNTIym

TIvmMyH NYHONONOH HN WHLS NVYHOMNONOH

TIVvMVYH O0T3NH 8N wWv3IHES ITIVHINIINIWUN

TIVMYA NXIHYN HVIN WVINLS IMYNVH

MYM VYdVdNVTIVX UN ONSHD INITNdd M8 ¥iS NIONIvM
TIVMYH YMYIVH 3N wv3I¥LS YMYIVM

TIVMYH VIIIR ¥V3IN wv3dLlS JIMIvM

ANYN
NODTLVLS

panuTiuC) [ 9[qel

vwanetetll
aasnLetll
AavontIl
Pac9211Y
"AS960 1T
naQLlhatl
eaaLhatl
a0e192a1l
28985201
naenctieo
£9286090
6t286480
12286080

HIGWNN
NOTILVLS

022N BL9Y
03BP2991
BU00LS9]
2UNBBSIT
2BR28uN9 T
#ADABNST
POANRZY Y

HIANNN
NOTLVLS



1L6T=0161
1L61=STb1
LeT=S681
1L6T=n681T
2lLel=g061
2loel=2%61
tG6i=i161
1961=gn61
N961=1061
BlLol=6T61
Bl61=6261
pL6T=8N61T
1Lb1=L561
L961eg 6]
106129981
1L61=2061
ILoi=2161
tL61208861
tLel=hgo6l
1i61=0861
Blot=2561
L961=17261
L96126261
L96T=hi6l
1L6T=6%061
1L61=9%61
L961=/261
1L61=5681
1L61%9261
L961=8261
lL61=§261

a¥033y

40
aory3d

ol
69
6S
in
IRY
| ¥
8¢
[$9
an
131
42
9t
an
9L
14
8%
gr
ay023¥
40
SYviA

na’g6e
vBnigl
0e's6l
20*989n
veteing
T AT
votLel
Bolelsg
dutgse
2u*2991
ovteRe
ee'ee
A €1
ov'eass
B2'pRe9s
gaeaent
ve'tvocon
eoLat
ga*nsl
e3*eRe6h
ga‘atat
gp*en2t
gpene
20°99%
ae'61t
Y AT AT
pB*hoL
poesene
9n's
s@*29L
go'ehng

v3ay
F9VYNIVHQ

‘07100 ‘SOINTULS VSO09Vd LV H¥3IATH NVN[L NVS
*x31 NOILONNL ¥VIN H3IAIN ONV

*0702 YAQVAININL LV ¥3AIN 3HI0LVIUNG
‘0709 “‘07183NG MVIN HIAIYU SYSNY XYV

"HvQ N Y3IMIAN LV ¥3IALY VYNIBWId

*MYQ N ‘ON0HUSTIIIM AV HIAIYN 3IS009
*93M0 ‘HONY HYIN HIAIY IivaIlddv
P19 ‘SHIATIN IFuHL HVYIN 4IATYH HVIMYY
PAITIV) PATTANILHOG ¥YIN ¥IATH 3N
*ZI¥Y YIVANINIANOD Lv M3AIM ZNWD YinNvS
$21dv ‘VINOOVLIVY ¥VIN 338D VIIONOS
YZI¥Y ‘4Y3IHI0T HVIN HIATIH ZNUD viINVS
MUV N2IND 30 HVIN HIAIN LOLVSSUD

"SIM “NOL4Y Ly HIAIYH XI0¥

'NNIN NVd ‘LS LV ¥3IALIN Id4dISSISSIw
'NNIW ‘OLVYNYW Lv MIATH VLIOSANNIW

NYN NOSHIWT LV HIMON dHL 40 d33ATY 03
"HIIW “L70413C LV F9N08 UIAIN

*HIOIW ‘SNIWITID ANNOW LV H3AAIY NOUININD
*HIIKW ‘SAIdVY ONVYHO LV MIALY ONVHO
*HMITW “MI0LSWOD LV HMIATY N0ZVWYIVY
UNNIL ‘VYIBWNTI0D Lv H3IATIH ®INO

SNNIL YALYID NONI LY ®33IND IYORS

SNNIL CINSYING HMVIN #IFAI OGNVIMIIY
'YV OYSNAMLY M¥N 24 AMH *S*n ‘D ANOLASIWIN
vV O 3TVTAQOOM AVIN AH3AIY YI0¥ INIVd
*NNIL Y3TVARVO LY HIATH AMOW2

9 N IVTTAIMSY LV H3IAIY QvOou8 HINIH4
2 N YYONVYNNVYMS MVIN ¥I3IHD 3341334
YA M UNVW LV HIATH JLLOONVANS

3 N UNOLIONTIININ Lv HIATY ¥V3I4 3dVI

AWYN
NOTILViS

SNOTLYLS TVIJ3dS
penunuoy 1 o1qe]

AaedngLeR
»3negled
nagn2ile
P3%6562L0
P4eeR150
A3699p50
pargaeEnt
pAGATZIT
nasgactt
A3ndenee
aASTan6e
paAR3IN6R
AaGANELe
r360EHs12
2ATLESA
240862899
PAG2IT190
2d6991md
AB85991nd
nde6ithe
aae9uting
20566510
aAG88SLe
2a0N8qLd
nS29.6%4
PaAGHLGLY
RASUNSED
aAsisnee
aAneansyd
ARRg 4250
aaG2a120

HIAWNAN
NOTLVYLS



Table 2

Numbers of Verification Stations by Zones and Area Size

USGS Drainage area category (sq. mi.) Total
ZONE 0-25 25-200 200-1000 1000+
1 4 8 10 5 27
2 2 5 12 5 24
3 5 3 16 1 25
4 1 6 8 0 15
S5 3 2 14 1 20
6 4 3 13 4 24
7 5 2 12 2 21
8 8 2 11 2 23
9 1 7 8 2 18
10 0 8 0 12
11 2 5 0 13
12 0 5 9 3 17
13 0 2 10 5 17
14 0 6 1 15
15 2 1 0 3
16 12 1 0 0 13
* 4 7 1 1 13
Total 53 73 142 32 300

*Zero-flow stations (zones 8, 10 & 11 only)



Station Number

013965
014720
015315
015560
015670
015680
016320
020125
020660
021385
022175
023665
024375
030510
031370
033220
034700

034855
035580
041540
068980
069070
070165
070375
070570
071824
071965
073390
073630
081105
081485
081895
081900
091125
092665
093045
103935
104065
115225
120395
120975

1896
1802
1865
1889
1889
1927
1924
1913
1878
1916
1902
1929
1892
1888
1913
1832
1867
1913
1901
1907
1931
1885
1905
1897
1915
1915
1885
1916
1915
1927
1899
1889
1914
1913
1913
1912
1901
1904
1911
1912
1910
1912

Table 3

Pre-Record Flows

7560
53900
188000
35500
209000
44000
17800
50000
130000
34600
19600
220000
98000
21200
40000
767000
43000
24000
39000
28000
© 500
30000
90000
44500
100000
164000
75000
112000
92000
110000
30000
84000
33000
210000
1520
880
5000

4730

132
23800
52600

2800

Years and Flows

1902

1875

1917

1907

1927

1927
1925

1938

1916

1906

3840

55000
27000
70000
110000

60000
67500

33000

3220

2100

1904 2670

1896 46000



Station Number

121330
123510
124130
125005
133305
140100
143280
160100

Station Number

102610
110965

Station Number

035840
035995
050665

053250

1897
1920
1912
1908
1915
1903
1909
1914

1907
1914

1902
1874
1882
1916
1881

Table 3 Continued

Years and Flows

70000
347
10500
407
755
542 1907 418
4400 1911 2940
2240
Zero Flow Stations
Years and Flows
12300
4100
Special Stations
Years and Flows
100000
42000 1902 50700
6700 1897 5700 1904
4700
90000

5300



TABLE 4
NUMBER OF STATIONS WHERE ONE OR MORE OBSERVED FLOOD EVENTS

EXCEEDS THE 1000-YR FLOW COMPUTED FROM COMPLETE RECORD

STATION-

YEARS OF METHOD
ZONE  RECORD 1 2 3 ] 5 6 7 8
1 My 0 1 8 0 10 7 2 26
2 1074 0 3 9 0 10 7 1 19
1223 1 3 7 0 9 8 4 22
b 703 1 2 3 0 3 3 2 12
5 990 2 ] 7 0 b b 0 19
6 1124 0 2 L 0 b 4 1 18
7 852 1 2 5 1 3 L 3 17
8 969 ! 1 10 0 3 3 1 19
9 920 3 0 4 0 3 3 1 16
10 636 ! 0 2 0 1 1 0 10
1 594 1 1 6 0 4 4 0 1
12 777 0 2 2 0 2 2 2 9
13 911 1 0 1 0 b 2 2 14
14 761 0 0 3 0 4 1 1 15
15 120 0 0 0 0 0 0 0 2
16 637 1 0 4 0 4 3 0 12
17 k95 ] 0 2 0 0 0 0 12
TOTAL 14,200 14 18 77 1 68 56 20 253

Based on the 14,200 station-years of record, it might be expected that about
14 observed events would exceed the true 1000-year magnitudes.



TABLE 5

ADJUSTMENT RATIOS FOR 10-YEAR FLOOD

SAMPLE
SIZE ZONE 27 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 [ 5 6 7 8
5-YR .54 .38 .76 .29 .82 .57 .28 -1.85
10-YR .75 .45 1.02 -.27 .95 .37 .34 4.56
1/2-REC  1.21 1.1 2.21 -1.04 2.01 1.01 1.03 - 4. 49
ZONE 24 STATIONS AVG 1/2 RECORD = 22 YRS
METHOD ] 2 3 4 5 6 7 8
5-YR .48 A2 1.06 .64 1.03 .93 41 -1.85
10~-YR 1.01 .94 1.91 .68 1.60 1.31 .80 5.70
1/2-REC  1.33 1.33 2.76 -1.58 1.90 .49 .54 7.14
ZONE 25 STATIONS AVG 1/2 RECORD = 24 YRS
METHOD 1 2 3 I 5 6 7 8
5-YR 1.4} 1.32 1.92 1.02 1.95 1.79 1.40 -1.85
10-YR 1.4} .81 1.80 .00 1.87 .96 1.01 5.39
1/2-REC .98 4 1.65 -1.88 1.17 .21 .39 4.80
ZONE 15 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD 1 2 3 L 5 6 7 8
5-YR 1.05 .94 1.20 .85 1.29 1.15 .94 -1.85
10-YR -.52 -.50 12 -.85 -.01 -.54 -.45 3.68
1/2-REC .45 .02 1.63 -3.07 1.63 .46 .25 5.57
ZONE 20 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 b 5 6 7 8
5-YR .55 .35 1.03 .15 .98 .88 47 -1.85
10-YR .bo -.03 1.40 -.96 .61 42 .19 7.37
1/2-REC .81 -.bo 2.91 -3.61 1.42 .99 .67 6.23
ZONE 24 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD ] 2 3 4 5 6 7 8
5-YR .80 .36 1.19 .15 1.1 .95 .45 -1.85
10-YR 1.43 .18 2.26 -.98 1.78 .96 .33 5.64
1/2-REC  1.08 -. 45 2.94 -3.93 1.94 .07 -.04 6.14
ZONE 21 STATIONS AVG 1/2 RECORD = 20 YRS
METHOD ] 2 3 b 5 6 7 8
5-YR 1.15 1.19 1.69 1.29 1.62 1.59 1.29 -1.85
10-YR 1.58" 1.36 2.34 .12 1.99 1.62 1.57 5.78
1/2-REC 1.97 1.00 2.5 -.7h 2.07 .92 1.17 7.11
ZONE 23 STATIONS AVG 1/2 RECORD = 21 YRS
METHOD ] 2 3 4 5 6 7 8
5-YR .89 .79 1.71 .79 1.1 1.36 .79 -1.85
10-YR -.66 -1.02 .29 -2.04 -.35 -.43 -1.02 4,52
1/2-REC  -.13 -.87 2.28 -3.08 .74 .66 -.87 7.88



TABLE 5 CONTINUED

ZONE 9 18 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 4 5 b 7 8
5-YR 1.38 1.02 2.05 .96 1.96 1.78 1.10 -1.85
10-YR 1.95 1.54 2.54 .75 2.49 2.22 1.69 5.76
1/2-REC .45 -.36 .97 -3.36 .45 -.07 -.27 L .07
ZONE 10 12 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 b 5 6 7 8
5-YR -.79 -.80 -. by -.83 -.43 -.43 -.77 -1.85
10-YR -.03 - b2 .90 -1.16 A .35 -.22 L.24
1/2-REC .08 -1.27 1.24 -5.10 .58 -.27 -1.27 2.97
ZONE 11 13 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD ] 2 3 L 5 6 7 8
5-YR 1.29 1.21 1.89 1.20 1.93 1.75 1.11 -1.85
10-YR 1.11 1.03 2.21 .0b 1.87 1.25 1.03 6.78
1/2 REC .0k -.23 1.99 -2.93 1.20 1.20 -.23 5.32
ZONE 12 17 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD ] 2 3 I 5 6 7 8
5-YR 1.34 .73 1.34 .57 - 1.51 1.03 .80 -1.85
10-YR .79 Y .86 -.45 .92 -. 44 .57 4.06
1/2-REC .19 -.31 .54 -2.94 .92 -.35 -.19 2.81
ZONE 13 17 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 4 5 6 7 8
5-YR 1.27 1.16 1.65 .96 1.77 1.52 1.19 -1.85
10-YR .26 .22 .88 -.83 .67 .42 .38 4.60
1/2-REC  ~.31 -1.52 .21 -4.89 17 -.97 -1.12 2.88
ZONE 14 15 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 1A 5 3 7 K]
5-YR 1.72 1.65 2.12 1.61 2.19 2.00 1.65 -1.85
10-YR 2.60 2.50 3.17 1.88 2.82 1.87 2.56 6.80
1/2-REC .51 .61 1.83 -1.47 1.30 .29 .75 5.22
ZONE 15 3 STATIONS AVG 1/2 RECORD = 20 YRS
METHOD I 2 3 L 5 6 7 8
5-YR 2.47 2.47 2.74 2.55 2.66 2.28 2.28 -1.85
10-YR 1.27 1.27 1.58 1.27 1.58 1.58 1.27 2.65
1/2-REC  3.29 3.29 3.29 2.79 3.29 1.90 3.29 6.33
ZONE 16 13 STATIONS AVG 1/2 RECORD = 24 YRS
METHOD 1 2 3 4 5 "6 7 8
5-YR .69 .75 1.03 .66 1.09 1.05 .75 -1.85
10-YR .58 42 .83 -.21 .76 .07 42 k.24
1/2-REC 1.4} .07 1.68 -3.43 1.25 .64 .07 5.29
ALL ZONES 287 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD 1 2 3 b 5 6 7 8
5-YR .94 .79 1.38 T 1.37 1.21 8 -1.85
10-YR .87 .52 1.52 -.29 1.26 .72 .60 5.27
1/2-REC .77 .0L 1.93 -2.66 1.34 .ho 17 5.36

Values shown are ratios by which the theoretical adjustment for Gaussian-distribution
samples must be multiplied in order to convert from the computed 0.1 probability

to average observed probabilities in the reserved data. See note table 7.



SAMPLE
SIZE
METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

METHOD
5-YR
10-YR
1/2-REC

TABLE 6

ADJUSTMENT RATIOS FOR 100-YEAR FLOOD

ZONE 27 STATIONS AVG 1/2 RECORD = 26 YRS
1.35 1.1 1.27 .39 1.61 1.12 .88 -.25
1.50 1.10 2.05 -.25 2.42 1.73 .73 3.42
2.83 2.84 3.90 -1.06 4.89 3.67 1.66 5.28
ZONE 24 STATIONS AVG 1/2 RECORD = 22 YRS
1 2 3 L 5 6 7 3
.91 .79 1.05 .31 1.27 1.13 .63 -.25
1.44 1.40 2.48 .63 2.41 2.07 1.37 5.40
1.00 1.08 3.69 -.82 2.97 2.46 b 7.16
ZONE 25 STATIONS AVG 1/2 RECORD = 24 YRS
1 2 3 4 5 6 7 8
1.80 1.18 1.76 i 2.05 1.86 1.29 -.25
2.42 1.15 2.43 -.0h 2.84 1.62 1.32 4.79
2.90 1.41 3.36 -1.12 3.71 2.76 2.30 5.53
ZONE 15 STATIONS AVG 1/2 RECORD = 23 YRS
1 2 3 L 5 6 7 8
1.67 1.48 1.45 .59 2.27 2.02 1.64 -.25
.67 .35 .56 -.48 1.07 .46 42 1.50
1.86 .48 1.54 -1.15 2.83 .88 1.03 3.81
ZONE 20 STATIONS AVG 1/2 RECORD = 25 YRS
] 2 3 L 5 6 7 8
1.03 .64 1.37 .24 1.19 1.12 .82 -.25
1.22 .57 1.42 -.29 1.27 1.09 .80 5.65
2.97 .21 4,38 ~1.24 2.97 2.39 1.68 7.25
ZONE 24 STATIONS AVG 1/2 RECORD = 23 YRS
1 2 3 L 5 6 7 8
1.15 .67 1.02 .04 1.17 .88 .76 -.25
2.30 .55 1.67 -.27 1.78 1.10 .66 4.43
1.20 -.23 3.22 -1.24 2.45 .79 .46 5.09
ZONE 21 STATIONS AVG 1/2 RECORD = 20 YRS
] 2 3 L 5 6 7 8
1.04 1.07 2.23 .28 2.20 2.16 1.20 -.25
1.18 1.09 2.66 -.19 2.54 2.20 1.53 5.40
3.10 .47 3.92 -.80 2.99 2.29 1.74 8.33
ZONE 23 STATIONS AVG 1/2 RECORD = 21 YRS
1 2 3 b 5 6 7 8
.57 .27 2.08 .01 1.66 1.52 .27 -.25
1.30 L4 1.59 -.35 1.15 .93 b L.17
.82 -.32 4.36 -1.13 2.16 2.16 -.32 8.49



TABLE 6 CONTINUED

ZONE 9 18 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD ] 2 3 4 5 6 7 8
5-YR 1.07 1.33 1.90 .72 2.1 2. 11 1.50 -.25
10-YR 2.45 2.23 3.21 .90 3.75 3.55 2.57 4.39
1/2-REC  1.07 .39 2.90 -1.72 3.78 2.38 .66 4. k49
ZONE 10 12 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD ] 2 3 L 5 6 7 8
5-YR -.10 -.10 .27 -.25 .29 .29 -.06 -.25
10-YR .21 -.15 .96 -.59 1.06 .75 .15 2.55
1/2-REC  3.29 -.27 1.63 -1.79 2.42 1.32 -.27 4 .40
ZONE 11 13 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD ] 2 3 L 5 6 7 8
5-YR .68 .70 1.79 L1 1.58 1.54 .66 -.25
10-YR 2.41 1.51 L1y A7 3.76 3.43 1.28 6.64
1/2-REC .30 .79 5.40 -1.08 3.05 2.43 .50 9.77
ZONE 12 17 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD } 2 3 I 5 6 7 8
5-YR 1.81 1.10 1.16 o 1.56 1.19 1.19 -.25
10-YR 1.99 1.93 1.55 .13 2.27 1.04 2.11 2.60
1/2-REC  3.77 1.65 2.12 -1.33 L.39 2.57 1.86 1.82
ZONE 13 17 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 L 5 6 7 8
5-YR 1.63 .87 1.12 .50 1.63 1.26 1.04 -.25
10-YR .58 .37 1.27 -.28 1.4 1.25 .60 3.28
1/2-REC 1.0l -.07 2.20 -1.81 2.57 1.61 .81 2.69
ZONE 14 15 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 b 5 6 7 8
5-YR 1.54 1.44 1.79 .65 2.43 2.21 .44 -.25
10-YR 2.92 2.22 2.58 .23 3.53 1.98 2.32 5.16
1/2-REC 2.1} 2.80 3.76 -1.52 4. Lo 3.10 2.80 5.37
ZONE 15 3 STATIONS AVG 1/2 RECORD = 20 YRS
METHOD ] 2 3 4 5 6 7 8
5-YR 2.09 2.24 2.24 1.24 2.76 1.98 1.50 -.25
10-YR .26 .26 .26 -.59 1.84 1.84 .26 1.72
1/2-REC  1.80 1.80 .93 -1.31 L. 37 3.16 .93 .93
ZONE 16 13 STATIONS AVG 1/2 RECORD = 24 YRS
METHOD ] 2 3 4 5 6 7 8
5-YR .61 .55 .90 .18 1.30 1.22 .62 -.25
10-YR . 1.87 1.23 1.63 -.59 1.83 .99 1.33 3.64
1/2-REC  4.21 1.17 3.96 -1.27 4.4y 2.90 2.13 L. 46
ALL ZONES 287 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD ] 2 3 [ 5 6 7 8
5-YR 1.16 .90 1.45 .32 1.65 1.45 .94 -.25
10-YR 1.64 1.03 2.01 -.07 2.20 1.62 1.12 4.25
1/2-REC  2.12 .87 3.40 -1.23 3.35 2.30 1.14 5.66

Values shown are ratios by which the theoretical adjustment for Gaussian-distribution
samples must be multiplied in order to convert from the computed 0.01 probability
to averade observed probabilities in the reserved data. See note table 7.



TABLE 7

ADJUSTMENT RATIOS FOR 1000-YEAR FLOOD

SAMPLE
SIZE ZONE 27 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 L 5 6 7 8
5-YR 2.03 1.10 1.19 .21 2.12 1.44 .85 -.04
10-YR 2.30 .88 2.21 -. 14 2.98 1.87 .52 L.o6
1/2-REC  5.01 4.13 6.94 -.56 10.11 8.16 1.66 8.54
ZONE 24 STATIONS AVG 1/2 RECORD = 22 YRS
METHOD 1 2 3 L 5 6 7 3
5-YR 1.31 .83 1.18 .15 1.57 1.35 .68 -.04
10-YR 1.98 2.85 3.85 .6k L.4s5 3.66 2.07 7.4
1/2-REC 1.93 2.11 4. 47 -.bs 3.56 3.56 1.58 8.81
ZONE 25 STATIONS AVG 1/2 RECORD = 24 YRS
METHOD 1 2 3 4 5 6 7 8
5~YR 2.42 1.22 2.18 -.01 2.54 2.08 1.24 -.04
10-YR 6.06 2.20 3.06 -. 14 3.89 1.82 2.20 7.1
1/2-REC 7.4 2.44 6.77 -.51 7.06 L.82 2.77 11.16
ZONE 15 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD 1 2 3 4 5 6 7 8
5-YR 1.88 1.50 1.46 .30 2.48 2.05 1.63 -.04
10-YR 1.24 .54 b7 -. 14 1.13 .36 VA 1.33
1/2-REC 2.86 .80 2.11 -.L48 3.60 3.60 2.40 2.81
ZONE 20 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 4 5 6 7 8
5-YR 1.84 .94 1.36 .49 1.92 1.45 - 1.32 -.04
10-YR 2.75 .56 2.90 - 14 2.43 2.00 .91 6.02
1/2-REC  5.51 1.39 5.76 -.52 5.89 5.30 3.22 11.70
ZONE 24 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD 1 2 3 4 5 6 7 8
5-YR 1.91 .61 1.08 .07 1.54 1.13 .79 ~.0b
10~YR 3.99 .57 1.73 -.06 2.33 1.57 1.12 k.53
1/2-REC 2.88 1.38 2.47 -.48 2.06 1.63 1.24 8.92
ZONE 21 STATIONS AVG 1/2 RECORD = 20 YRS
METHOD 1 2 3 4 5 ) 7 38
5-YR 1.19 .82 1.91 .19 2.18 1.89 1.40 -.0k
10~-YR 2.33 .96 3.58 .13 3.25 2.15 1.53 6.52
1/2-REC 5.99 1.48 5.36 .16 3.90 3.90 2.34 12.5]
ZONE 23 STATIONS AVG 1/2 RECORD = 21 YRS
METHOD 1 2 3 L 5 6 7 8
5-YR .83 .09 1.28 -.01 .83 .83 4 -.04
10-YR 2.79 .42 2.68 -. 14 1.78 1.78 .42 5.90
1/2-REC  2.70 .84 7.62 -.n 3.54 3.54 1.32 13.61
ZONE 18 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 4 5 6 7 8
5-YR .90 1.30 1.37 .49 2.33 2.33 1.55 -.0k
10-YR 3.61 3.59 3.22 42 5.85 5.85 3.90 . 6.24
1/2-REC  3.59 .59 3.97 -.53 2.68 1.04 1.07 6.92



TABLE 7 CONTINUED .

ZONE 10 12 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 ] 5 6 7 8
5-YR .02 -.04 .25 -.04 .22 .22 -.04 -.04
10-YR by -.14 .70 -. 14 .67 43 -.1h 3.79
1/2-REC  7.21 .27 3.04 -.56 1.95 1.95 .27 4.50
ZONE 11 13 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD 1 2 3 5 5 6 7 g
5-YR 1.13 1.01 2.15 .20 2.13 1.78 .94 -.0h
10-YR 4.31 2.44 5.95 .72 5.06 3.58 1.90 10. 41
1/2-REC  1.74 .91 6.38 -.hé 5.01 L.24 .91 15.65
ZONE 12 17 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD 1 2 3 L 5 6 7 8
5-YR 2.84 1.22 1.31 b5 2.03 1.51 1.27 -.0h4
10-YR 4.30 2.17 2.52 .10 4.27 1.40 2.17 3.37
1/2-REC  8.58 .75 .75 -.k6 2.20 1.34 .75 L.59
ZONE 13 17 STATIONS AVG 1/2 RECORD = 26 YRS
METHOD 1 2 3 L 5 6 7 8
5-YR 1.89 1.21 1.11 .32 1.92 1.79 1.21 -.04
10-YR 1.27 .36 1.39 -. 14 1.77 1.77 .53 3.56
1/2-REC  &4.01 -.57 2.83 -.57 3.65 2,43 .55 L. .96
ZONE 14 15 STATIONS AVG 1/2 RECORD = 25 YRS
METHOD 1 2 3 L3 5 6 7 8
5-YR 1.91 1.45 1.56 b7 2.66 2.03 1.45 -.0k4
10-YR 5.41 2.35 2.81 -.14 L.63 2.17 2.35 5.56
1/2-REC  3.45 1.04 5.12 -.53 9.90 6.99 1.04 6.69
ZONE 15 3 STATIONS AVG 1/2 RECORD = 20 YRS
METHOD [ 2 3 L 5 6 7 8
5-YR 2.67 3.00 2.54 -.0bL 3.51 1.25 1.77 -.0h
10-YR -.14 -.14 -4 -.14 1.87 1.87 -.14 -.14
1/2-REC  2.17 2.17 -.38 -.38 6.15 6.15 -.38 -.38
ZONE 16 13 STATIONS AVG 1/2 RECORD = 24 YRS
METHOD ] 2 3 § 5 6 7 8
5-YR .69 .62 1.15 -.0k4 1.40 1.18 .69 -.0h
10-YR 4,02 1.56 3.05 -.14 3.90 1.97 2.01 L. Le
1/2-REC  8.7h4 2.37 7.24 ~.51 8.30 6.21 3.76 7.2k
ALL ZONES 287 STATIONS AVG 1/2 RECORD = 23 YRS
METHOD - 1 2 3 b 5 6 7 8
5-YR 1.60 .95 1.40 .21 1.89 1.54 1.01 -.0k
10-YR 3.13 1.40 2,66 .04 3.22 2.19 1.45 5.36
1/2-REC  4.66 1.49 4. 81 -.45 4.99 4.02 1.68 8.80

Values shown are ratios by which the theoretical adjustment for Gaussian-distribution
samples must be multiplied in order to convert from the computed 0.001 probability
to average observed probabilities in the reserved data.



Table 7 Continued

Values in tables 5-7 are obtained as follows:

a. Compute the magnitude corresponding to a given exceedence
probability for the best-fit function.

b. Count proportion of values in remainder of record that exceed
this magnitude.

c. Subtract the specified probability from b.

d. Compute the Gaussian deviate that would correspond to the
specified probability.

e. Compute the expected probability for the given sample size
(record length used) and the Gaussian deviate determined in d.

f. Subtract the specified probability from e.

g. Divide f by c.
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MAXIMUM (a), DECILE (b) AND MEDIAN (c) FLOWS

TABLE 9

ACCURACY RESULTS RATIOS

METHOD
ZONE 1 e 3 4 S 6 7 8
1 a .56 163 . 60 -1 s 66 04 56 058
b (43 JHb o 44 035 47 46 Y Ul
IS =3 246 17 065 22 61 50 1 @ 057
50 YqsT lsx .57 49,55 .58 48,61
b <31 33 s 34 208 33 34 28 0 36
245 : 114 159 W17 102 o 44 W12 156
3 & ¢57 57 ,61 ,50 , 68 .58 ,56 .64
b 443 .38 Y .30 Jue .39 Y 40
.o ad6 411 197 +18 256 W44 13,47
§ a .48 52 \51 47 .56 .56 ,55 .50
b T35 .30 .29 423 .32 .32 .32 .28
o v38 w09 463,15 .55 .35 11,42
§ 2 .58 a7 155 Y1 .56 .56 .53 .56
T 33 36 ,28 37 .37 37 .38
. o.c..e43 al3 ___a69 021 459 247 216 57
6 2 .52 J47 ,50 Y .5 58 , 48 .56
b ¢33 31 e 36 23 « 34 035 32 38
c _o47 a3 999 2214 299 W47 w15 249
7o a5T .55 .62 .50 68 .62 ,58 .68
T .34 , 40 .30 ,38 .38 .39 W49
> vaa Y2 376 a17 468 (53 15 57
8 5 .49 L1 .59 L4l ,58 .53 41 64
be29 27 L4 25,32 .36 .28 46
c—R 42 J,_i;_g,, 175 S | 19. » 62 1_5." 'y 4 3,5.7
9 5 54 .58 .56 ,4d '56 .55 .53 58
b 433 .29 432 ,22 ,32 ,31 31 .35
e w83 ui2 6@ ,18 .55 43 13 54
10 2 259 L 45 L 49 T .51 .52 4T 52
b 438 L4 26 18 .27 27 .25 .28
o229 4P9 452 AT e 46 230 29 +39
11 a 39 P U4 58 J43 W49 W48 W41 Y
b .28 36 42 .35 .36 38 ,34 .50
,,,,,,, c__ah42 e il A 19 206 ‘_0_“6 . 15 991
12 5, 461 .51 a7 ,4b -t 53 o1 W54
LY W45 437 36 L4543 A5 42
o var a0 _aa6 A7 45 42T 412 431
3 Sy tse T TLUs T 139 L5381 .52 51
L .35 27,32 L2l 30 438 28 .32
D vah w16 as4 AT 56,29 16  ,43
14 5 .53 , 62 .58 T 166 62 61 .56
b 37 ‘48 L35 28 .42 39 4@ 31
D43 ie8 269 114,65 45 12,55
15 & 57 67 T, a4 'S6 .65  ,68 54 42
b s34 L43 , 27 ,39 .36 .36 .35 .21
2 '59 12,71 2% 74 .62 .18 .53

f,



16 a .70
b .51
v c J43
17 a .39
b .21

,,,,,, o441

AVG a .53
b «37
C .4@

Values are root mean square differences between 1.0 and ratio of computed
probability of flow in opposite half of record to plotting position.

a value of zero would indicate a perfect forecast.

W61
W43

a5

2 29

REY

»51
034
W12

TABLE 9 CONTINUED

.70
,50
L 60
.36
.30
.65

.56
37
.59

065
0 47
e 49
«38
s 34
54

.56
37
‘44

, 62
. 44
17
019
12

» 51
0 34
W14

63
42
51
071
063
70

+59

40
52

Thus,



TABLE 10
ACCURACY RESULTS DIFFERENCES

MAXIMUM (a), DECILE (b) AND MEDIAN (c) FLOWS

METHOD
e S 2 - 3 . “ S 6 7
‘Bb .Zb '87 .05 ,[07 '”7 .96

'11 .12 .ﬂa .13 .12 .1“
013 72,25 .63 .34 .16

3 )]

-

x

‘66 @7 ,es .87 .87 06
07 29 + 05 B9 049 87

_ a19 267 W17 52 v 28 e 11
67 A8 .06 .08 08 07
09 w12 BT .12 11 18
210 002 422 L,48 .29 W11
.96 L 87 L5 a7 .27 06
,08 10 .06 10 .49 28
109 .51 W15 J46 425 10
.07 .48 , 06 a7 .87 87
08 A9 087 10 89 89
o1l gT2 22 055 L34 213
26 07 100 <07 «98 006

« 08 089 086 .89 «29 48
o ed2 46T 422 W55 W31 213
07 ] 27 .08 +N8 007
10 o12 .28 12 «12 o 10
. ed1 476 416,59 30 013
o6~ ter " Jes  .ev  ,e7 .06
2«86 ¢ B8 « 85 .08 « 28 06
i1 B .18 154 .33 12
66 w6 .05 .87 .27 86
.28 @29 “06 a9 .89 .28
Call 460 1T W48 028 012
.06 , 86 .06 06 .06 .26
.06 , 27 .05 A7 A7 .86
298,37 » 15 029 W18 v 29
84 o3 o4 Y 183 24
209 el 87 W18 o182 J28
210,83 o4 61 035 W13
07 T08 ‘06 ,08 ‘28 .07
.29 29 07 10 .29 129
299 W40 W18 38 023 W10
.05 .85 «25 05 06 05
.06 ‘a7 .05 ~@8 .7 .06
. 2R9 446,14 036,19 o10
.05 Y06 7,04 L d6 a6 L25
06 87 + @05 .27 087 e 46
207 202 419,56 L3¢ W10
.87 .08 TS 89 .28 .07
210 299 « 28 1! 10 149

W11 13 .34 .74 L6 W15




TABLE 10 CONTINUED

08 a7 98 .87 ,08 .28 .27 87
e ; :12 :11 :13 .08 W13 12 W11 10
c 227 .13 0 66 021 e53 v 33 J14 W79
17 3 +%5 .05 .35 .05 W06 .05 N1 .04
b ¢«96 25 .28 .04 07 W07 » 05 o 07
- BTT-L Y B S 17 57 W35 1! 94

AVG w62 P60 067 856 0782 . 069 061 P61
ﬁ :aea :aea :a97 :ab3 .98 <294 , 281 . 082
c 2254 <105 2657 .193 .518 «295 ,120 o727

Values are root mean square difference between plotting position and computed
probability in other half of record.



EXTREME (a), MAXIMUM (b), DECILE (c),

TABLE 11

CONSISTENCY RESULTS RATIOS

AND MEDIAN (d) FLOWS

METHOD
ONE 1 2 3 4 5 6 7 8
1 a ,85 .53 , 49 .30 A2 .38 032 B2
b «79 .54 L2 .25 .38 «35 ,27 72
c +5b 039 E W19 .28 .2a W19 +58
d 25 .19 16 14 .11U 10 ,1A 29
2 a .83 54 La1 28 38 v 37 W 27 .68
b .67 L45 .39 ,24 35 030 .23 W74
c 245 .31 .29 W18 ,22 . 20 .16 Y
d .32 12 410 .08 207 W6 W06 y24
3 a5 .90 LS55 L4400 L2800 38 35 29 W72
b «79 .48 ;39 P24 .32 29 .26 o73
c 297 035 ,31 - .18 .25 .20 20 ,58
d_s72 14 .13 210 209 W49 ,08 226
4 5 «B9 .52 .47 «2b .38 <35 029 B0
b «71 47 L 41 .23 34 .30 ,26 o 71
c 53 .34 .31 .17 0 26 22 W19 v53
d.at7 Q12 g2 .09 ,08 «48 V6 a2
5 a ,99 .51 p 46 .25 59 36 .28 .83
b 77 A2 L4l .28 T3y 31 as W71
c 52 038 031 .15 .24 21 .18 57
—d .23 215 213 oAl W29 W29 188 .24
6 a ,91 .49 LA6 22 T 38 32 27 279
b 75 .41 pl2 .18 .33 «25 023 W71
¢ 2 .31 ¢34 14 025 20 217 e58
d _«2i L) 13 w12 o 10 L9 48,27
7 a .88 .Y LGB X L a2 . 38 033 .83
b 74 52 .50 24 .39 o34 , 30 .82
c «57 e 37 .39 W19 029 .25 o 21 ' 73
d .85 W16 .ta o 11 W10 A7 Lu8 29
4 5 88 .82 ;ﬁé .23 L3834 .28 166
b .71 .38 .39 .18 .31 .28 21 W71
c J42 .25 ,32 .13 22 020 14 W61
d_«18 «13 L29 L W07 LT 87,23
9 5 .87 .55 ,49 .25 T .36 o 31 A1
b <79 W45 , U1 , 20 .34 o 30 , 26 .75
c 52 31 .31 W15 24 19 .18 h®
i -19 012 .11 ...,?a A .98 . 0‘48 ’wb . ,?5 .
4 5 .94 .01 w47 el T e 34 .28 ,80
Y. LU0 ,38 .16 .33 27 22 .67
c +49 W24 227 Y- .20 16 ,15 e51
_.d_.+18 10 3@9 P 496 97 ) 221
11 a L80 U 8T uaT T AT U %4 ‘“,?Z"“”“““”Z
b 58 .38 L4a .22 229 026 20 .80
c 51 .26 227 15 .18 17 P14 065
e d 423 14 ,a8 .09 07 _ Jde ‘WJM7 226
12 5 .93 .59 .46 A AnTTT 3y .33 W16
b ,81 .59 .38 .22 .35 .29 ;28 .61
c <84 .37 .29 .17 .26 022 T .49
N : TS & e ) 21 .08 .07 .26 .06 A7




TABLE 11 CONTINUED

,38 22 ,33 .33 ,27 .58

13 5 .82 T
b <64 .37 .30 W17 .28 .27 , 21 47
c 41 .23 .22 W1 W17 W15 e 13 036
- d A7 o ald 11.2' - 1{47 SRS X S ___,}.46 :_9_“’ . e 17
14 482 L61 49 Y J42 .38 )33 .91
b o72 .51 JA0 , 24 .37 032 W27 .75
c +45 .31 ,27 ,16 .23 .19 W17 .50
' '_1,7 ~-,!1 1 . ,,4._."-_?_.?_._._..,_.”_1 @8 _s‘a_",_ R ”7 46 219
15 3 .95 .66 Y W27 Lu4 L4 W33 .72
b 8% W59 LA3 .29 JA1 .34 .28 0 65
c <71 L49 V37 .23 .35 ,28 L2 .57
S, V-4 - SUNSPS & NUSUUITS & : SR X S .Lgm 'S & Y § S 132
16 3 .89 059 .51 W27 p42 36 .32 .83
b .91 051 47 23 .39 52 .28 .81
c +63 .37 .36 .19 .28 .24 .29 L bt
,____d._.__g_alﬂ_.‘_,_.-AL._,___Ll_b_ ....... _,._‘_1.,3_,.,...,-_ ..n.‘...l, 1,. —_—— - R 1 1 U I.@ q . ,,128
17 a .89 s 43 44 21 » 39 o 34 12U QU
Y .27 W41 14 .28 25 W15 WT7
¢ «29 W19 32 e 1P W19 W18 10 .69
d o7 12 .37 . .09 .07 .06 2 96 .20
AVG g L4887 94 LU6 26 39 0 35 .e9 e 75
b 74 <45 W41 e 21 .34 .30 .24 .72
Cc obﬂ Q32 031 alb '2“ .21 ,17 .58
d <21 .14 .12 o 18 .98 .98 .07 o 24

Values are root mean square difference between 1.0 and ratio of computed
probabilities in 2 halves of record. Thus, a value of zero would indicate

perfect consistency.

The extreme flow is the maximum recorded flow

multiplied by the square root of the ratio of maximum to median flows.



TABLE 12

CONSISTENCY RESULTS DIFFERENCES

EXTREME (a), MAXIMUM (b), DECILE (c), AND MEDIAN (d) FLOWS

METNGD
LONF 1 2 3 4 5 6 1 8
1 5 .v22 Z0E3 , 002 LOu8 001 3 L2 003
b .0819 215 LAN9 215 ,uv7 ie L 208 14
c 986 261 ;wsa ,m31 W46 849 e 230 073
d «153 .114 , 125 .ngmA,_n71_ P A64 060 2173
2 5 .9@3  ,pBS  ,aey  ,01@ 001 403,443,002
b <219 216 . 407 A6 ,mu7 A1V ,"19 M1t
c 065 LT LBU6 ,026 . 336 832 ,mas 042
d 128 B66 L0259  ,041  ,p41 837 L0436 . 129
3 5 K084 ,008 Lot 415 .@ul W02 N Va1
b +226 L0123 , 008 21 208 V08 ,m12 ,011
c 982 . 054 .247 W30 . 239 433 A3 Y
d 124 179 .082 151 952 $¥51 042 o131
4 4 L2058 LB0u NoTY) L N86 061 ,201 002 010
b %25 216 <29 013 ~ABB L 489 2208 o011
c +974 .50 Y 026 039 833 628 051
— dN“L994 066 LATR LP4Y1 044 s 006,035 p 113
5 a «202 L, 209 001 012 LW 292 ry Y F
b .waz .a23 L 207 .u1a , A8 91t ,m1a 111
c 970 .49 . 041 823 935 0433 028 S 4au

—.d 138 P87  ,684 ,053 088 452 Ty 137
2 A0083  ,eev ,N82 WL muz S 03 ,uua 003
b #0831 221 a11 ,@14 .@1@ 499 W11 17
c 876 L0850 ,851 023 0U1 .u35 .w27 .weq
—__d. =127 .€92 L0882  ,058  ,059 054,049  ,159
7 5 <003 206 L0081 211,001 .03 .82 001

» 928 025 012 020 12 815 913 A7
W78 259 0060 . 036 851 Ha7 0233 P 452
_3102,,_1ﬂ§7 . .2885  ,049 L0858 441 L,@47 4155
N3y L BP9 . 302 .@13 aal 22 . A0S 2R3
425 .323 .208 018 . 309 e 109 912 W14
258 939 pou3 .022 , 034 432 ,mal 026
L1008 370,058  ,248 044 439 @37 131
L4003 A6 L2001 ,@011 .0a1 05 0023 B2
W23 221 ;@11 817 009 215 p811 216
27 ,@as #9437 023 . @32 0029 2025 956
107 .@59 863,033 L 41 A4 32 124
L0083 .00 L 008 Y% 201 201 R0t
LG22 014 LA06 L9412 L0026 , 406 AT W28
L0640 233 .29 016 026 NP3 0018 V37
162 249 A48 026 32 4836 826 101
203 . 205 L AU0 2027 Y 020 28043 Y
315 W013 .0e3 .13 ,was 085 D u7 P03
041 034 .35 ,022 ,427 Y26 h17 152
125 275 » 52 L 046 . 043 2835 U 134
29y ,026 o002 W11 081 ,ua? 03 42U
D26 ,322 .@12 218 ,ﬂl@ 911 212,020
975 U6 2033 .w23 231 028 . ,425 o4
L »B63 061  ,039 @ua 434 .034 088

AT A R b A T L) g it Ty a1 Kt e o s A st . Cae PR SO NV ——

11

12

it
lanocobhovosanocvsonocuanocsho o

)

<

N



L093
215
e
,189
., 702
.015
763

L4

15 . 206
+ 131
¢86

_al60
W02
923
«3118

_«135
007
Xt
AUP

i
!
pbooconan vnnbtwc-mi;n ocovnn oo

AVG «h23
223
B72
«119

oo oo

4¥98

el2

SO
216
L9039
L0452
L0202
.08
242
863
.002
915
.259
+123
L6
L219
«R258
291
L0212
L2208
226

267

076
2169
U7
«A76

TABLE 12 CONTINUED

, 801
A6
L0831
, 756
, 200
LA23
B34
@59

L0281

SR E L
. 001

.10
, 241

.008
858
094
,0e0
. 282
231

..a882

L 00}
. 408
.43
972

L1t
L716
L021
, N30
L2R4
L0109
722
L2041

S TY

L0213
, 238

091
. 089

L217
,031
055
,P214
,715
.215

e 082

LO1e
216
.25
LO47

N1
. 805
,0827
A36

2,000

L0082
032
L 739
Ty
, 2028
,039

2018

YL
L0807
JO4T
61
061
P07

238

, MR
, 218
237
<049

985
014
Ln27
31
T
,003
JY26
,Aua
.403
L399
V34
184

N T

ehil
LT
o V86
022
.0434

Ay
410
V33
« 245

L, 602
LOUB
021
L8028
. 800

o 004

, 823
L83
P ov2
209
30
e 67
, 063
« 1€
L632
649
L 206
e11
o214
-W'.Sb

o403
410
L 025
TS

2Bt
P11
W Hus
P84
'an
AU
2845
o104
o UG
.alﬂ
47
e 167
13
67
e 154
s B2

e W21

011
114

22
W12
248
« 131

Values are root mean square difference between computed probabilities

in 2 halves of record.

Extreme flow is the maximum recorded flow

multiplied by the square root of the ratio of maximum to median flows.



Table 13
Accuracy Results
Outlier Ratios for Maximum Flows

METHOD

e 3 .4 5 . 6
70 ,64 .54 73 70
.73 66 ,60 .76 .73
75 68 62 78 o 76

Coall o a8T 479 W73
61 69 .54 L 64 ,66
.6“ .72 '56 .69 .7@

.69 .75 .59 .76 T2
75 78 65 78 .78

64 62 58,62
72 W70 61 73 069
71 71 064 72 .70

LTl 478 067 272 W71

L4883 38 57,57

51 W49 .36 .54 .57

.53 50 37 .56 .59

256 _ 453 441,68 .55

45 .59 , 34 , 60 .57

55 .59 .39 .59 57

vy Y 44 ,62 .61

Y .63 ,57 .67 .65

L 49 .52 ,52 ,51 .53

.50 .51 51 .51 55

51 50 .51 .52 .53

a5 481 458 | 458 453 .

53 ,60 L 46 .59 .59

58 ,60 53 ¢59 56

62 069 .61 .65 68
o3 479,71 .82 .84

.39 ,50 43 ,u1 W44

<38 .52 L4 41 y46

W41 55 L 46 .45 W46 ,
W49 ,58 48 o511 455 48
49 ,54 .39 .55 .50

L4952 39,55 St

057 256 AT 466 51

¢51 .45 44 ,56 56
56 W47 43 .58 59
56 448 L 44 ,59 061
59 51 46 ,64  ,60

Y- ,52 54 .28 0,37

.55 L 66 63 .53 .58
.65 16 67 .65 .51

165 486 267 268 59
.58 247 L 46 .59 .56
.60 s 45 46 , 608 55
63 245 .51 ,61 052

y ‘A.bs .“7 .56 .6“ '51




Table 13 Continued
13 a 436 063 55 U8 .62 .58 W67

b 57 .1 -1 51 64 $ 63 267
c +59 68 0 57 52 067 0 68 70
o d.465 .78 .62  ,61  ,78 269 .70
14 a ,56 e 56 ’55 43 61 o 60 55
b 54 58 -1 W 45 261 bl 57
c +50 .60 v 56 48 , 62 63 60
d [“9 ,!61‘ - !.b..a.,m ,5“ '66 '7E .63
15 a ,18 28 ;33 s 07 ,17 .28 013
b 99 .39 0 10 27 -y 29 21
c 286 46 16 . 49 29 42 27
d 405,58 ,19 .67 3 44 30
16 a .59  ,66 Y 43 o T4 68 , 68
b o71 o 77 2 66 Y 2 85 280 e 19
c 79 e 78 cb; -gg neg ogg .;g

85 78 7 8 "
17 -;Lw:ﬂ' o M:?li" ' :55 ’’’’ :29 :31 » 36 :27
b e22 27 Y 27 .32 » 39 30
c o139 o259 58 26 . 30 38 029
o d B2 w21 . .56 23,25 e 34 24
AVG g .53 55 057 U7 58 58 Y
b +57 59 59 49 62 260 58
C o958 0 61 s 60 D2 e 04 0«63 .Y
d «+65 65 s 64 58 68 65 .Y

Values are root mean square differences between 1.0 and ratio of computed
probability of flow in opposite half of record to plotting position. Top
value is for outlier method a, second for method b, third for method c,

and bottom for outlier method d, as defined on page 15. A value of zero
would indicate perfect forecasts.

Method 8 includes its unique technique for outliers and was therefore
not included in this test.
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Table 14
Accuracy Results
Qutlier Differences for Maximum Flows

METHOD
2 3 4 5 6

T L0859 86T  ,858 ,072 470

1854 (068 846 064 064
1851 856  L044  .068 062

s AAS L0858 2039  ,854 L0856

.971 , 103 asz . 097 393
066 . 093 ,aa9 989 2990
258 L0078  ,044 '074 9868
277 091 072 L0971 087
.269 074 . 065 ;077 272
062 wba , 058 4068 ¢ 065

\.waa 2955 _ ,040  ,057  ,054

250 “52 » 052 .55 0G56,,_, ?

§ 3

i
{
i

(%4

o

i
|

877,892 @65  ,0899  ,@98
J053 1059  .049  ,065  ,866
045 058  ,041  ,054  ,06@
L032 L0388 0231 @238 847

. 0473 ES , 043 036 034
029 ,028 .041 ,028 <26
. 927 . 027 037 ,827 825

G926 L0927  ,833 827  ,828

057,364,863 ,BT1  ,P76
55 057  ,061 064  ,0869
051 L9580 ,@55 ,@56 ,@51
(046,048 P49 ,052  ,0849

~ i

050 876  ,043 D83 T T,.879
JBU4 4049 042 1952 046
P45 350 ,042 .zsa +050
958,855  ,B45  ,858  ,0855

[ ]

0

P74, 869,878,875 40871
WB62 056 064 ,068 067
.56 ,055 ,@58 ,058  ,062
P51 ,054 ,852 ,056  ,060

869,074 @6z 879 781
059  ,064 ,855 ,068 ,07¢
, 055 ,woa ,051  ,863  ,062
L049  .954 ,045 ,@56  ,@48

L
<!

11

T

078 @74 L.B78  ,882 @76

075 .u73 075 888 075
272,971  ,e71 078 @73
071 @71  .067  .078  ,B82

033,931,048 828,025
036 1936  .049 .30  ,832
\036 @39 ,@49  .234  ,@28
036 .242 ,048 037  ,033

ancnocoonocoanoTy Ao cn:pr\cn:arwvnnkravn:hntrm oo vn»Ln:rm Frsvna

.60 ,07¢ ,058 L0871 ,079
, 051 ,053 .05  ,058  ,@852
,b48 953 846  ,054  ,0Qu8

) l49 «042  ,851  L,043

0254
L046

M Ire

.QEB

2558

2845
846

876
,873

« 051
W BAS
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Table 14 Continued

,040 ,855 ,@51 064 ,@54 ,@55 055
,036 L850 P46 068 ,B48  ,B49  ,050
.39  ,045 ,045 ,055 ,046  ,040 045
(040 404y ,0844 ,050  ,044  ,038  ,040
L664 T, 858 066 ,052 @71 ,@65  ,0859
L061 056 ,064 L0580 ,068 863 ,@57
.55 @51  ,056 ,B48 @68  ,856 @52
2044 ,042 L0846 042  ,048  ,049  ,042
018,025 083,088 017,049 014

—
W

!

._.
&=
honocopooo

-
(¥ 23]

a

b .21 ,@834 811,824 ,@22 ,832 ,062@

c .087 .#34  ,816 ,036 ,025 833 @24
4 .095 L0836 ,@19  ,041 027  ,833  ,026
16 a 059 ,054 L8713 @44 878,871,855

b ,258 L,@52 L0265 ,B43  ,871  ,068  ,0853

c .050 ,M4S P46  ,839  ,053  ,851 046

239 034 032 g @231 ,037  L,A36  ,035
; S“:aa1““‘.waa""fﬁu3 1682 Jeds T ,053 049
b .040 @48 042 049  ,B48 853 050
c 0032 <043 035 + 046 ,039 « 248 W84S
d_ 29033  .23% 226  ,@38  ,025  ,L@37 « @33

P61 .@62 @71 L0857  ,874 @73 062
.56 ,@55 ,@62 ,853 063 062 ,B855
052 L0658 ,854 @48  ,057 ,@55 ,051
.047  .045  ,048 @44  ,051 ,@85@0 ,045

a0 oo

Values are root mean square difference between plotting position of flow in
one half of a record and computed probability in other half of record for
that same flow. Top value is for outlier method a, second for method b,
third for method ¢, and bottom for method d, as defined on page 14.

Method 8 includes its unique technique for outliers and was therefore not
included in this test.



Table 15
Consistency Results
Outlier Ratios for Maximum Flows

METHOD
ZONE { 2 3 4 5 6 1
T 3 806G .58 J38 LG43 37 .33
b 89 0 62 59 o 30 W49 037 31
¢ +81 61 .50 .32 40 .37 .31
d 84 160 249 033 38 037 431
2 2 486 .56 43 .30 L 40 .39 L 30
b 83 57 L4 .31 39 .34 .30
c 494 61 L 42 .39 ,38 33 ,32
d ’91 ’63 ‘39 ’33 137 .33 o |32
3, .B9 .57 +45 .29  ,39  ,35  ,28
b 93 459 , 45 .34 , 40 .36 .38
c 88 , 60 , 42 .31 ,37 37 ,30
d 486 N1 A5 33 ¢ 38 35 _¢31
4 a .87 55 31 29 . 39 39 31
b +86 255 gt 032 ¢ 39 37 31
c »91 .53 L 45 .33 .36 34 .29
- .d 33 158 44 e33 241 37 032
§ "5 292 .57 46 27 139 , 35 .30
S 29T W5B 47,30 L4@ 34,32
2 WB6 .59 4T 32 4B 35 33
d 193 Qba .qa L34 [39 .3"‘ !:5_‘_‘_
6 e a97  u54 gah ,26 a8 432,30
b '93 '56 '“5 '26 ‘ai .35 .31
c +91 57 L 46 .28 ,38 .35 .32
d 93 161 1 46 1 140 036 033
7 a4 ¢87 64 .50 ,28 L 44 ,40 .36
b .86 .62 47 .28 .37 32 .33
c .86 .58 ,US '28 '36 .3& .32
— d_ 93 65 148 231 239 __e36 035
B 4 .93 .53 .47 , 20 T R .28
b .82 .52 .40 20 37 38,28
o 274 .58 4@ 28 37 37 .27
4 419 456 46 22 31 .34 ,38
9 s .91 58,49 T ,2 48 T35 32
b '88 .58 ’“9 .28 ,“ﬂ .38 .32
C 192 .61 "u8 V30 40 .39 .33
d 291 263 233 33 p41 036 _236
10 5 90,47 L 48 22 39,34 ,26
b '83 .llﬁ '46 .26 .36 .3“’ |26
o 493 L4443 26 L4837 24
1 .98 47 QA2 .25 L4 35 ,26
11 5 +77 Y 45 22 37 032 23
b o/9 W45 e 4o e 21 35 30 23
e B9 452 449 .22 34,29 .27
1 497 455 451 230 82 31,29
12 1408 59 47 3T TTTLE9 T ,33
b «93 459 W47 .29 39 .35 .32
c ’92 .60 '“7 '31 '39 '38 ‘33
d .96 .62 .48 ,3“ .38 .35 .35



Table 15 Continued

13 a 485 .54 ,36 ,22 ,35 ,34 .31
b .81 254 ¢ 36 23 38 029 30
(o4 .68 .54 .38 '23 .39 .31 ,39

d 484 L 40 p24 438 435,30
14 a ,82 .58 49 .31 , 41 .39 o 31
b .84 57 44 29 40 039 .31
c 488 60 46 .29 41 .38 032

d 9@ .68 446,31 439 .33 .32
{5a 7,97 " T,88 A% @7 T,a% T 380 27
b .86 . 65 .50 W7 L4 .36 .31
c o117 67 .53 .31 04 LU .33

d 272 469 e34 37 W44 441 434
T16 2 L84 .62 .52 .30 44 40 34
b 496 063 57 032 M43 W41 .34
c 1.99 063 .58 .31 42 ) . 34
_d-.a89 .67 245 239 240 241 436
17 a2 0,00 9,00 2,48 p,08 2,09 v,.00 2,00
b 8,00 0,00 0,06 0,00 0,00 0,80 2,00
c 9,00 0,00 08,70 9,080 0,00 0,00 8,00
d_ Q.00 0,00 D,00 0,00 0,00 0,00 2,80
AVG a  ,87 .56 , 46 , 27 .39 36 .30
b 86 56 , 45 ,28 .38 35 .30
c ¢85 .56 45 .29 ,38 .35 .30
d .88 59 W45 31 038 235 032

Values are root mean square difference between 1.0 and ratio of computed
probabilities in 2 halves of record. Top value is for outlier method a,
second for method b, third for method ¢, and bottom for method d, as
defined on page 14. A value of zero would indicate perfect consistency.



Table 16
Consistency Results
Outlier Differences for Maximum Flows

METHOD
ZONE 1 .2 3 4 5 6 7
1 a ,002 ,ee3 ,e@2 ,008 ,001 ,082 ,002
b .9@3 002 « 001 o006 W01 0001 002
c 093  ,002 ,081 ,0u6 ,000 L,002 ,¢01
4,083,882 .81  ,006 008  ,001  ,Q01
2 a .083% ,p03  ,9@1 ,989 ,081 .08y ,@P02
b .803  .002 .00 .006  .@0B  .882 .08}
c 903 201 001 006 « 000 202 201
d ,083 L,PP1  ,@@1 L8PS P06 ,002 ,001
3 a .003 ~,008 ,000 L,016 0,904 ,801 ,B@S
b ,003 007 o 000 814 0,000 1001 » 004
c o903 004 1000 219 0,000 2001 002
d_.903  ,¢@02  ,2¢@  ,008 wzaao Jp01 001
i AT 806 L9085 080 007 0@y ,e01 ,002
b «806 P05 000 007 2004 301 002
c 006 0BS5S 008 L0806 ,00) L0201 ,002
d 4006 L0085 ,9¢8 L2007 081 ,001 ,@0082
5 a .081  ,p12 082  ,e11  ,e01 ,@02 006
b 2001  .@04 .081 .008  .@00 .0082 .A@2
c #9801  ,B05 L0901 L0106 ,000 002 ,002
d ,092 .ﬂab 1@01.MHLEEA_M .Gﬂﬂ .GGZ ,ﬂﬂ3
6 . ,002 ,007 080 L0811 .01 ,201 ,0@3
b «002 ,007 L0280 ,012 ,@81 ,001 ,004

c +403 P08 L0901 L0913 ,004 804 ,@04
d «003  L,088 @91 814 @@l  ,P04 . @44

7 . J0802  ,0e4 ~ 08¢ ,009  ,00@ ,002 001
b .002  .083  ,000 .007  .000 .002  .0@i
c +082 ,003 ,000 ,097 ,000 @02 001
. ..d_s9®2  .003 @00 ,008 ,000 ,002 _ ,801
8 5 .483 908 ,00@ ,010 001 ,001 004
b .003  ,805 .000 .008 000 ,001  .0@2
c 083 .03 ,P00 ,085 ,000 L,008 ,001

4 1903 .082 .00 084 .00  ,000 ,001
9 5 .002 806 ,001  ,013 T ig81 .06  .003
b .082 .P04 ,201 .810  .080 ,085  .002
c <992 PRY ‘081 .010  .000 .004  .00@2

16 5 .0@2 P82 000 ,089 000 P90 081
b <483 L0902 L,000 ,0B8 ,000 ,200 ,001
c «903  ,001 L8P0 ,006 ,P0Q@ LB¢e ,@81
d 4063  ,PPy ,000 P05 0,000 ,002 ,000

T, .01 006 #,000 ,007 ,000  ,000 ,004
b .001  .007 @.200 .007  .008 .000  .o@4
c 001 .07 0,202 L0807 ,000 L0209 004
d.001  ,007 ©,800 L8008 ,PP0 ,00p ,004

12 5 002 003,801 ~,ée9 ~ ,000 ,e03 ,801
b +803  ,002 L0801 L8809 ,000 L003 @01
c +P03  ,002 .00t L,009 L0080 L.004 @01
d 004  L,002 L0981 ,010 ,800 004 L9001

!
1
!




Table 16 Continued

13 , .081 ,@23 ,200 ,009 ,000 ,000 ,001
. .801 .BP2 ,808 ,087 ,000 ,80P 001
o .001 ,001 ,008 L0805 ,000 ,000 001
§ wwey  loei a0 ,003 0,000 ©.000 000
14 5 001 000 0,000 ,004 2,000 ,200 ,000
b 001 000 0,080 ,003 0,000 0,000 200
o ,201 ,P0@ ©,000 ,003 0,000 0,008 ,000
d_ePP1 000 0,000  ,003 0,000 0,000  ,000
i5 . .010 ,@883 001 802 008 005 002
L .229 ,@e3 ,eey 083,008 903 083
. .e08 ,023 ,001 .e06 ,oe0 ,000 ,083
4«08 1203 2081 087 2000 @08 083
16 a o082 ,082 ,081 o087  ,080  ,081 ,001
b ,082 ,e02 ,eei ,Lee7 .eed ,801 081
L dmoun oo oon
d_a . . a0B7 008 .00} bai
17 o 0,000 0,000 afﬁﬁ%‘"ﬁfoaz 62000 0.000 @.000
b0.,000 2,808 0,000 9,000 0,800 0,000 0,000
c¢,000 2,000 0,000 0,000 0,000 0,000 8,008
40,000 0,000 @.000 0,000 @.000 0,000 0,000
AVG a .PB2 ,B@5 ,001 ,009 ,200 .002 002
b .002 ,8@4 .20f ,008 .200 .082 002
¢ 223 ,003 008 ,007 ,000 ,802 002
d

.203  ,283 000 L0807 L0008 .02 001

Values are root mean square difference between computed probabilities
in 2 halves of record. Top value is for outlier method a, second for
method b, third for method ¢, and bottom for method d, as defined on

page 14.

Method 8 includes its unique technique for outliers and was therefore not
included in this test.



TABLE 17

ACCURACY RESULTS

ZERO-FLOW RATIOS FOR MAXIMUM FLOWS

Values are root-mean-square differences between 1.0 and
ratio of computed probability of flow in opposite half
of record to its plotting position.

indicate perfect forecasts.

are described on page 14.

(ZONE 17)
METHOD ZERO-FLOW TECHNIQUE

A B
1 b6 .51
2 .32 .30
3 .59 .59
4 .32 .30
5 4o 4o
6 .bo 3
7 .32 .31

A value of zero would
Method 8 was not tested because
logarithms are not used in its fitting computations and
therefore zero flows are not a problem. Zero-flow techniques



TABLE 18
ACCURACY RESULTS

ZERO-FLOW DIFFERENCES FOR MAXIMUM FLOWS

(ZONE 17)
METHOD ZERO-FLOW TECHNIQUE
A 8
1 .057 .064
2 .057 .060
3 .059 .070
4 .057 .057
5. .062 .068
6 .055 .061
7 .059 .061

Values are root-mean-square differences between plotting
position of flow in one half of a record and computed
probability in the other half for that same flow. Method
8 was not tested because logarithms are not used in its
fitting computations and therefore zero flows are not a
problem. Zero-flow techniques are described on page 14.



TABLE 19
CONSISTENCY RESULTS

ZERO-FLOW RATIOS FOR MAX{IMUM FLOWS

(ZONE 17)
METHOD ZERO-FLOW TECHNIQUE

A B
] .89 .86
2 43 43
3 b Lk
! .21 .19
5 .39 .ho
6 .34 .38
7 .2k .23

Values are root-mean-square difference between 1.0 and ratio

of probabilities in 2 halves of record for maximum flows in opposite
half of record. A value of zero would indicate perfect consistency.
Method 8 was not tested because logarithms are not used in its
fitting computation and therefore zero flows are not a problem.
Zero~flow techniques are described on page 1k,



TABLE 20
CONSISTENCY RESULTS

ZERO-FLOW DIFFERENCES FOR MAXIMUM FLOWS

(ZONE 17)
METHOD ZERO-FLOW TECHNIQUE
A B
1 .007 .007
2 .012 .008
3 - .000 .000
L .014 .012
5 .001 .000
6 .000 .001
7 .006 . 004

Values are root-mean-square difference between computed
probabilities in 2 halves of record for maximum flow in
opposite half of record. Method 8 was not tested

because logarithms are not used in its fitting computation
and therefore zero flows are not a problem. Zero-flow
techniques are described on page 14.



Zone
1 (21 sta)

2 (17 sta)
3 (19 sta)
4 (8 sta)
5 (17 sta)
6 (16 sta)
7 (9.sta)
8 (12 sta)
9 (15 sta)
10 (12 sta)
11 (12 sta)
12 (12 sta)
13 (16 sta)
14 (14 sta)
15 (3 sta)
16 (13 sta)
Average

Langbein

Partial-duration frequencies

Table 21

Summary of Partial-Duration Ratios

for annual-event frequencies of

.1l .2 .3 .4 .5 .6 .7
.094 .203 .328 .475 .641 .844 1.10
.093 .209 .353 .517 .759 1.001 1.30
.094 .206 .368 .507 .664 .862 1.18
.095 .218 .341 .535 .702 .903 1.21
.093 .213 .355 .510 .702 .928 1.34
.134 .267 .393 .575 .774 1.008 1.33
.099 .248 412 .598 .826 1.077 1.42
.082 211 .343 .525 .803 1.083 1.52
.106 .234 .385 .553 .765 .982 1.26
.108 .248 .410 .588 .776 1.022 1.34
.094 .230 .389 577 .836 1.138 1.50
.103 .228 .352 .500 .710 .943 1.21
.095 .224 .372 .562 .768 .986 1.30
.100 .226 .371 .532 .709 .929 1.22
.099 .194 .301 .410 .609 .845 1.05
.106 .232 .355 .522 .696 .912 1.27
.099 .243 .366 .532 .733 .964 1.28
.105 .223 .356 .510 .693 .917 1.20

Note: Data limited to 226 stations originally selected for the study.



Summary of Autocorrelation Coefficients

Table 22

No. of correl coefs.

Zone Neg
1 13
2 10
3 13
4 7
5 12
6 8
7 13
8 10
9 7

10 4
11 11
12 1
13 7
14 8
15 0
16 6

Total 130

Pos

14
14
12
8
8
16
8
13
11
8
2
16
10

Extreme t value

Min
-1.39
- .67
-1.07

-1.34

-1.05

—c68
-1.31

-.68
+.16

-.67

_176

Max.
.27
.36
.67
.64
.67
.67
.58
.53
.80
1.45
1.08

.85

.60

.67

.99

.84

————

1.29
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TABLE

DIFFERENCE FROM

ROOT - MEAN - SQUARE
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FIGURE 3
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APPENDIX A

THE EXPECTED PROBABILITY CONCEPT IN
WATER RESOURCES DEVELOPMENT

CONSIDERATIONS OF RISK

In formulating a water resources project plan, it is necessary to
evaluate conditions that will exist in the future with the project as contrasted
with conditions that will exist in the future if the project is not constructed
or if an alternative project is constructed. These evaluations must be made
in terms of various objectives and must consider future variations of
pertinent physical factors. Since these future variations cannot be predicted
accurately, there is a chance element involved; and this chance element can
greatly influence the evaluations. For example, whether or not a major
flood of some extreme magnitude occurs during the lifetime of a project can
greatly affect the value of a flood control project. This chance element
represents a risk that must be taken, whether or not a project is constructed.
It should be recognized that the risk can often be more serious in the event that
a project is not constructed than if it is constructed.

, The concept of mathematical expectation is highly useful in attaching
some degree of certainty to an undertaking involving risk. The principle
involved is that the value of an undertaking is equal to the sum of the cross-
products of the value of each result with the corresponding probability that
such a result will occur. Thus, if there is one chance in 10 that a flood within
a certain range of magnitude will occur in any particular year, the annual value
of protecting against floods within that range would be equal to the product of
the probability of obtaining a flood within that range in any particular year and
the benefits attained if the flood would occur within that range. This is the
fundamental concept used in evaluating average annual flood damages or flood

benefits.

CONSIDERATIONS OF UNCERTAINTY

The above principle of gambling based upon known risk could be applied
to water resources development decisions if the probabilities associated with
future floods were known accurately. However, such probabilities must be
estimated from knowledge of past events. Where probabilities must be inferred
from random sample data, they are uncertain, inasmuch as the sample might
not and probably does not represent all of the future possibilities accurately.
Thus, the probability estimates contain some degree of uncertainty, and
mathematical expectation cannot be computed in a strict sense.

A-1



An important condition that results from this condition of uncertainty
is that errors due to uncertainty do not necessarily compensate. For example,
if our best estimate based on sample data is that a specified magnitude of
flood will be exceeded on the average once in 100 years, it is possible that
the true exceedence frequency could be three or four or more times per
hundred years, but it can never be less than zero times per hundred years.
The impact of errors in one direction due to uncertainty can be quite different
from the impact of errors in the other direction. Thus, it appears obvious
that we should not be content simply with being too high half the time and too
low the other half of the time. We should consider the relative impacts of

being too high or too low.

COMPUTATION OF UNCERTAINTY

The science of estimating population characteristics (probability
characteristics of future events) has advanced greatly during the 20th century,
particularly in regard to samples drawn from a Gaussian normal distribution.

It is possible to delineate uncertainty with considerable accuracy when
dealing with such samples. Fortunately, frequency curves of stream flows
conform fairly closely to the logarithmic normal distribution in most regions;
and it is therefore possible to delineate uncertainty of frequency or
probability estimates of runoff if the logarithms are fitted to a normal

distribution.

Figure 1 is a generalized representation of the range of uncertainty in
probability estimates based on samples drawn from a normal population. The
vertical scale could represent the logarithm of stream flow. The curves
shown represent the likelihood that the true frequency corresponding to any
particular magnitude exceeds the value shown on the frequency scale. The
curve labeled .50 is very close to the curve that would ordinarily be used
for deriving the best frequency estimate. It can be noted, for example,
that a magnitude of 2 would be exceeded on the average 30 times per
thousand events in accordance with the procedures normally used for making
the best probability estimate. The figure also shows that there is a 5 percent
chance that the true frequency is 150 or more times per thousand or a 5 percent
chance that the true frequency is two times or less per thousand events.

THEORETICAL EXAMPLE
APPLICABILITY TO MULTIPLE ENTERPRISES
In this example, if 20 independent projects were undertaken and the
best extimate for the frequency of the design magnitude of 2.0 in each case

is three exceedences per hundred years, the total exceedences would be

A-2



estimated at 60 per 100 years for all 20 projects. In actuality, however, we
would expect that, due to sampling uncertainties, true frequencies corresponding
to a magnitude of 2.0 would differ at the 20 projects and might be well
represented by the following values at the 20 locations (corresponding

to values of .025, .075, .125, ... . 975 for the parameter of figure 1):
200 1o 5 3 .9
12 5T 5 2 8
10 4 2 .5
8 4 2 3
7 3 1 1

This simply means that, while the best estimate of frequency from sample
data in each case is 3 per 100 years, in one case out of 20, we would
expect that the sample would contain unusually uniformly low values that
mislead us into assigning a rare frequency to a common magnitude so that
the true frequency would be about 20 instead of 3 per hundred years for that
magnitude. Similarly, one case in 20 would have unusually variable high
values that mislead us into assigning a common frequency to a rare
magnitude so that the true frequency would be about 0.1 instead of 3.0 per
hundred years for that magnitude. The remaining values in the above list
could be similarly explained. The total of these values is about 90, which
is 50 percent greater than the value obtained using the best probability
estimate as the only true probability value in every case. If, however, the
mathematically derived expected probability function were used, instead

of the traditionally "best" estimate, we could read the expected probability
curve of figure 1 to obtain the value of about 4.5 exceedences per 100 events.
This value, when applied to each of the 20 enterprises, would yield a total
estimate of 90. Thus, while the expected probability estimate would be
wrong in the high direction more frequently than in the low direction, the
heavier impacts of being wrong in the low direction would compensate for
this. It can be noted, at this point, that expected probability is the average
of all estimated-true probabilities.

APPLICATION

If a project were designed and operated for an indefinite period on
the basis of known true probabilities, it can be demonstrated that the ratio of
the actual return to the computed return on an investment will approach unity
as the period of operation increases toward infinity. This is not the case
where probabilities are not accurately known. However, if the expected
probabilities as illustrated in figure 1 can be computed, then it can be
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demonstrated that the ratio of the actual return to the computed return

on a large number of independent investments will approach unity as the
periods of operation approach infinity and the number of investments (projects)
approaches infinity. Thus, although there is an added chance element, it
appears that the principles followed in undertaking projects involving risks
where probabilities are known can also be applied where probabilities are

not known but where uncertainty can be evaluated mathematically.
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APPENDIX B

COMPUTER PROGRAM FREQNCY

Origin of program.
This program was written at the Center for Research in Water Resources

of The University of Texas at Austin by Tsann-Wang Yu, David Ford and
Richard Smith with the assistance of Rajendra Juyal and under the direction of
leo R. Beard. Some of the routines for fitting frequency functions to data
were obtained from the Central Technical Unit of the U.S. Soil Conservation
Service. Research techniques and criteria contained in the program were
developed in CRWR under the guidance of the Water Resources Council Work
Group on Flood Flow Frequencies.

Purpose of the program.
This is the master computer program for conducting research under

OWRR Grant No. 14-31-0001-9088, which funds a research project for
determining the most consistent and reliable procedure or set of procedures
for evaluating flood flow frequencies from streamflow data at the location for

which estimates are desired.

The program accepts annual maximum streamflow data for any number
of stations in turn and applies 8 different combinations of functions and fitting
techniques to the complete record, each half record, a 5-event sample and
a 10-event sample of each record. For half-record analyses, 2 different zero-
flow techniques and 4 different outlier techniques are tested for methods 1 to 7.
Method 8 (Best linear invariant Gumbel) has its built-in censoring technique
for managing outliers, and zero flows are no problem with method 8, since
logarithms of flows are not used in the fitting technique, as in other methods.
Flows for specified frequencies and frequencies for specified flows are computed
for each fitted function, and the numbers of events in the unused portion of the
record above each established magnitude are counted. Results are written on
tape for analysis in program VERIFY.

Statistics, computed frequency tables, data for use in VERIFY and other
pertinent data are printed out for each method, and a plot of frequency data and
points on the computed frequency function are printed for the Log Pearson III
function and the Gumbel function fitted by the maximum likelihood method.

Methods.
As soon as data are read for a station, the year identification numbers

are examined in sequence until 2 consecutive year numbers are reached. Any
years preceding these are assumed to be pre-record flow estimates and are
discarded after being identified in the print-out. Records are then divided into
odd and even chronologic sequence numbers, omitting the first year for records
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having an odd number of years. Years of missing data are ignored. Also,
5-year and 10-year samples are selected for each record, starting with the
earliest year of record and using maximum possible equal spacing between
selected years. In cases where more than 5 (or 10) events occur, the
earliest events are discarded.

Mathematical functions are fitted to the complete record and to each
selected portion of records for each of the 8 methods being tested. In addition,
2 different zero-flow techniques and 4 different outlier techniques are used
for those half-records where zero flows and/or outliers exist (except for
method 8). Outliers are identified as maximum flows whose ratio to the
second-largest flow exceeds the ratio of the second-largest to the eighth-
largest flow, or as minimum flows whose ratio to the second-smallest flow
is smaller than the ratio of the second-smallest to the eighth-smallest flow.

The first zero-flow technique is to use the flows as recorded for methods
not using logarithms and adding 1 percent of the average annual peak flow
to all values before taking the logarithms for those methods using the logarithms
of flows. Of course, this quantity is subtracted later from computed flows.
The second zero-flow technique is fo discard all zero flows and adjust computed
frequencies by the proportion of non-zero flows.

The first outlier technique is to retain the outlier as recorded. The
second is to reduce it to the outlier criterion value (second-largest (smallest)
value multiplied by the ratio of the second-largest (smallest) to the eighth-
largest (smallest) value). The third is to reduce it to the second-largest
(smallest) value multiplied by the square root of that ratio, and the last
outlier technique is to discard the outlier completely.

For method 8, outliers at the upper end are discarded if the probability
of occurrence in relation to the computed function is less than 0.1.

The 8 curve-fitting methods are as follows:
a. Log Pearson III. The technique used for this is that described

in reference 6. The mean, standard deviation and skew coefficients for each
data set are computed in accordance with the following equation:

b - X
X = N (1)
2
2 _ X
S - N-1 2)
3
_ Nyx
g = (N-1) (N-2) 83 (3)
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where:

X = logarithm of peak flow (incremented by 1% of the
average annual peak flow only in cases of data sets

having zero flows)

N = number of items in the data set

X = mean logarithm

X = X-X , deviation of a single event from the mean
S = standard deviation of logarithms

g = skew coefficient of logarithms

Flow logarithms are related to these statistics by use of the following
equation:

X = X + k8 (4)

Exceedence probabilities for specified values of k and values of k
for specified exceedence probabilities are calculated by use of normal
distribution routines available in computer libraries, with the transform to
Pearson III deviates described in reference 6.

b. Log Normal. This method is identical to the Log Pearson III
method except that the skew coefficient is not computed (a value of zero applies)
and values of k are related to exceedence probabilities by use of the Gaussian
normal distribution transform available in computer libraries.

c. Gumbel. This is the Fisher-Tippett extreme-value function,
which relates magnitude linearly with the log of the log of the exceedence
probability. Maximum-likelihood estimates of the mode and slope (location
and scale parameters) are made by iteration, using procedures described by
Harter and Moore in reference 28. The initial estimates of the location and
scale statistics are obtained as follows:

M = X - .045005 S (5)

.7797 S _ (6)

B
Magnitudes are related to these statistics as follows:

X = M + B (-1n (-1nP)) (7N
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where:

M = mode (location statistic)
B = slope (scale statistic)
X = magnitude

P = exceedence probability

Some of the computer routines used in this method were furnished by the
Central Technical Unit of the Soil Conservation Service.

d. Log Gumbel. This technique is identical to the Gumbel
technique, except that logarithms (base 10) of the flows are used. In data
sets having zero values, 1% of the average annual maximum flow is added
to each value before taking the logarithm. Of course, as in the case of the
Log Pearson III method, this increment is later subtracted from computed

values.

e. Two-parameter Gamma. This is identical to the 3-parameter
Gamma method described below, except that the location parameter is set to
zero. The shape parameter q is determined directly by solution of Morlund's
expansion of the maximum-likelihood equation, which gives the following
as an approximate estimate of ¢:

1+ [1 + 2 mo-Lxmo
‘ 3 N
o = —_ 1 "A(’, (8)
4 (an-‘I(ITIrlQ)

where:
6 = average annual peak flow (incremented by 1% of .
average annual peak flow in cases of data sets having
zero flows)

N = number of items in the data set

Q = peak flow (incremented by 1% of average annual
peak flow in cases of data sets having zero flows)

Ao = correction factor
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B is estimated as follows:

- 1 1
B = e NEQ (9)

f. Three-parameter Gamma. Computation of maximum-likelihood
statistics for the 3-parameter Gamma distribution is accomplished using
procedures described in reference 89. If the minimum flow is zero, or if
the calculated lower bound is less than zero, the statistics are identical to
those for the 2-parameter Gamma distribution. Otherwise, the lower bound,
v. is initialized at a value slightly smaller than the lowest value of record,
and the maximum likelihood value of the lower bound is derived by iteration
using criteria in reference 53. Then the parameters g and B are solved for
directly using the equations above replacing Q with Q-y. Probabilities
corresponding to specified magnitudes are computed directly by use of a
library gamma routine. Magnitudes corresponding to specified probabilities
are computed by iteration using the inverse solution.

g. Regional Log Pearson III. This method is identical to the Log
Pearson III method, except that the skew coefficient is taken from figure 1
instead of using the computed skew coefficient. Regionalized skew
coefficients were furnished by the U.S. Geological Survey.

h. Best Linear Invariant Gumbel. This method is the same as
for the Gumbel method, except that best linear invariant estimates (BLIE)
are used for the function statistics instead of the maximum likelihood
estimates (MLE). An automatic censoring routine is used for this method
only; so there are not alternative outlier techniques tested for this method.

Statistics are computed as follows:

M = T(X-U(N,7T, 1) (8)

B = Z‘(Xl'V(N,LI) ' (9)
where:

U = coefficient UMANN described in reference 43

\% = coefficient BMANN described in reference 43

) = number of outliers deleted plus 1

I = order number of flows arranged in ascending-

magnitude order
N = sample size as censored.
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Since weighting coefficients U and V are available only for sample sizes

ranging from 10 to 25, 5-year samples are not treated by this method, and

records of more than 25 years are divided into chronological groups and

weighted coefficients used in lieu of coefficients that might otherwise be
obtained if more complete sets of weighting coefficients were available. Up

to 2 outliers are censored at the upper end of the flow array. Each one is
removed if sequential tests show that a value that extreme would occur

by chance less than 1 time in 10 on the basis of the BLIE statistics. Details _
of this censoring technique are contained in reference 50. Weighting coefficients
and most of the routines used in this method were furnished by the Central
Technical Unit of the Soil Conservation Service.

Input.
Input for program FREQNCY is accomplished via the default input

file (all READ n statements) and input tape 4 (all READ (4,n) statements.)
Values read from the default file control the operation of the program; tape 4
contains streamflow records along with information such as USGS gage

identification number.

For convenience, FREQNCY also reads from tape (identified as TAPE
7 in subroutine EXVAN) the weighting coefficients used to determine the best
linear invariant estimators of Gumbel's mode and slope.

Variable locations for each input card in the default input file are
shown by field number. Each card is divided into ten fields of eight columns
each; each variable is read in integer form, right justified in the field, with
no decimal points punched.



Card A, one card for entire computer run.

Field Variable Value Description
1 KONTRL 1 Program will read one value of IPP,

IDO, IPRINT. IFORM (indicator of
distribution) will vary from 1 to 8.

2 Program will read KMETH values of
IFORM, IPP, IDO, IRPINT to be
used for all stations.

2 KMETH 1-10 If KONTRL = 1, ignored
If KONTRL = 2, number of values of
IFORM, IPP, IDO, IPRINT to be read.

3 ITAST =0 Internal tape advance for tape 4.
IIAST stations are read and wasted
before first station to be included in
this run is read. If end of file is
encountered during advance, job
will abort.

Card B, one card for each method (distribution) in the job if KONTRL is 2;
otherwise only one card for entire job.

Field Variable Value Description
1 IFORM 1-8 Indicator of distribution to be applied.

Numbers correspond to order in ,
section describing the distributions.
Ignored if KONTL is 1.

2 IPP 1 Plotting position is M/N+1

2 Plotting position is (M-0.3)/(N+0.4)
3 ~ IDO 0 Plot only full record.

1 Plot intermediate plots (split records)
4 IPRINT 0 Minimum print out: full record

flows and frequencies and summary.

1-3 ' Increase intermediate print out one
step for each increase in IPRINT.



Data are read from tape 4 as follows:

Variable Format Description
IDSTA I8 Station identification number
ISTAT 4A10,A5 Station location
2X
DA F10.0 Drainage area in square miles
CONT F7.0 Contributing drainage area
IYR 18 Number of years of record
22X
RGLSKW F5.2 Regional skew for Log Pearson III
IYRA(D) 14 Year of flow
TIME(I) A6 Date of peak flow in year I
Q) F7.0 Peak flow of year I
2X

Actual read format is (I8,12X,4A10,A5,2X,F10.0,F7.0,18.22XF5.2/(7(14,
A6,F7.0,2X))

Output.
There is considerable flexibility in the amount of output obtainable

from this program and in the storage media to which the output is directed.
In the execution for this research project, only station identification and
autocorrelation-coefficient summaries were printed on line. Because of the
prohibitive bulk of computer output, the remainder was limited to primary
output and directed to various tape units for later printing and use.

Primary (minimum) output consists of:

(a) Expected-probability, accuracy and consistency data on a
separate tape for use as input to program VERIFY.

(b) Station identification, autocorrelation coefficients, chronologic
and ordered data and plotting positions, and, for each method, computed
statistics, the computed function and, if desired, a plotting of the data and
computed function. Also, data described in (a) are directed to this tape as a
check on the data for VERIFY.

The variable IPRINT produces increasing amounts of output as it varies
from zero (for minimum output) to 3. This additional output consists of:
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a. Data, plotting positions, computed statistics and computed
functions for half-records.

b. Similar output for 5-year and 10-year samples of each record.

The program will normally produce graphic plots of complete records
for the Log Pearson Type III and the Gumbel methods in order to demonstrate
the relationship between observed data and computed function for two
different ordinate and two different abscissa scales. Additional plots must
be called for specifically.



Computer Program FREQNCY

Definitions of Variables

ACYA(IACY) Computed frequencies for second half-record maximum,
~upper decile, median flows using statistics from first
half record :
ACYB(IACY) Computed frequencies for first half-record maximum, upper
' decile, median flows using statistics from second half record
AK Pearson Type III deviate
ALPHA Shape parameter for 2- and 3-parameter gamma distributions
AMODE Mode (location parameter) for Gumbel and log Gumbel
distributions
AMQ Mean of adjusted flows (after increment is added if necessary)
AMU Geometric mean of (flow-lower bound)
AMX Mean of logarithms of flows
AN Floating point variation of N
ANM1 Floating point variation of N-1
ANM12 Floating point variation of (N-1) *(‘N-Z)
B(D) Desired probability values, adjusted for zero flow technique
BETA Scale parameter for 2- and 3- parameter gamma distributions
BLANK Alphanumeric blank space
C (I). Adjusted autocorrelation coefficients of flows and logs of flows

of complete and half records

CONT Contributing drainage area

CORR(D) _Adjusted autocorrelation coefficients of flows of complete record
CSTY(D Combination of FREA- and FREB-arrays

DA Drainage area
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DEIX
DEV

DIFF

FREA(IFR)

FREB(IFR)

GAMMA

IACY

IBELL

IDEA

IDO
IDOL(D)
IDSTA

IER
IFORM
IFORMI(D)
IFR

IFREQ(D

Increment used in iterative routines
Deviation of flow from mean

Temporary variable representing a difference between two
magnitudes

Computed frequencies for full-record extreme, maximum,
upper decile, median flows using statistics from first
half-record

Computed frequencies for full-record extreme, maximum,
upper decile, median flows using statistics from second
half-record

Calculated coefficient of skew

Location parameter of the lower boundary for 3-parameter
gamma distribution

Temporary index or counter
Index for ACYA-, ACYB-arrays

Counter of split record technique

Qutlier location indicator,

1 Indicates outlier on lower end of record

2 Indicates outlier on upper end of record

3 Indicates outlier on both ends of record
Plot control, if > 0 will plot complete record for all distributions
Input values of IDO (may vary from one distribution to another)
USGS station identification number
Error message indicator for library statistical routines
Indicator of distribution
Input values of IFORM (for KONTRI=2)
Index for FREA-, FREB-arrays

Interger variation of frequency values .001, .01, .1, .§
(for comparisons)
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IFULL

IGUMBL

ILAST

IMTHD
IN

I0UT

IP

IPP

IPP1(D)

IPRINT
IPRINT1(D)
IREAD

ISCLE

ISTAT (AT)
IT MP

IYR

IYRA(D)
TYRM1

IZERO

Counter of number of stations read from tape 4

Counter to prevent repeated reading of MANN'S weighing
coefficients

Indicator of number of stations to be skipped before input
from tape 4 begins

Counter of number of methods (distributions) used in analysis
Temporary variation of N

Qutlier indicator, if > 0 portion of record being tested has
high or low outliers

Index for XPT-~array

Indicator of plotting position used, +1 calls for M/N+1,
+2 calls for M-0.3/N+0.4

Input plotting position indicator (may vary from one
distribution to another)

Print control

Input print control values

Number of stations to be read from tape 4

Horizontal axis control for plot routine +1 calls for

normally distributed probability scale, +2 calls for extreme-
value (log-log) scale

Alphanumeric station identifier

Temporary Variable

Number of years of data input (before blanks and
historical data is omitted)

Year of peak flow
IYR-1
Zero flow counter

Temporary index or counter
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JSCLE

JTMP

JZERO

KMETH

KN

KONTRL

KTMP

MN

NBIANK
ND2
NEVEN

NIT

NITA

NITB

NJ

Vertical axis control for plot routine. +1 calls for
arithmetic scale, +2 calls for logarithmic scale

Temporary variable
Counter of zero technique
Temporary index or counter

For KONTRI=2, number of values of IFORM, IDO,
IPRINT, IPP to be used for each station

Temporary variable, variation of N

Indicator for input option, =1 IFORM varies from 1 to 8
under program control, =2 reads KMETH values of IFORM
to use in analysis

Temporary variable

Temporary index or counter

Temporary. index

Counter of outlier technique

Number of years of record in working array

Number of blank values of peak flow read from tape
N/2

Number of values in QEVEN-array

Number of comparisons of outlier and zero flow techniques
possible

Number of outlier and zero flow techniques applied to first

half-record

Number of outlier and zero flow techniques applied to
second half-record

Number of calculated flows corresponding to probabilities
specified in B array
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NODD

NPAIR

NSTORE

NUMHI
NVAL(D)
PLOTP(I,])

PLT(D

PXA

PXB

QD

QEVEN(D)

QMEAN
QNTY(L, J)

QODD(I)

QUE(D

QXL(L,])

R(1, )

RGLSKW

Number of values in QODD-array

Number of values in half-record before historical records
and blanks are removed

Total number of peak flows in complete record after historical
data and blanks are omitted

Number of high outliers (computed in subroutine EXVAN)
Number of values to be plotted
Plotting positions for flows in Q-array

Plotting position of half-record maximum, upper decile,
median flow

Temporary variable representing probability value
Temporary variable representing probability value

Working array containing complete record or a portion of
complete record

For half-record split, flows with even indices; for 5- or
10-year split, temporary storage of the 5 or 10 selected values

Mean of unadjusted flows
Observed and calculated flows to be plotted

For half-record split, flows with odd indices; for 5-
or 10-year split, temporary storage for remainder of record

Temporary storage for Q-array during outlier routines

Extreme, maximum, upper decile, and median flows of
complete record and both half records

Plotting positions and frequencies corresponding to flows in
QNTY array. Used in plotting

Regional skew coefficient for log Pearson III (method 7)
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RTIO Probability adjustment ratio. For JZERO=1, RTLD=1,
for JZERO=2, RTIO=N/(N-IZERO)

RXXYY Unadjusted coefficient of autocorrelation of logs of flows
RXY Unadjusted coefficient of autocorrelation of flows
S Standard deviation
SIGMA Standard deviation of In (flow-lower bound) values
SLOPE Slope (scale parameter) for Gumbel and log Gumbel distributions
SOL Solution in iterative search routines
STAR(I) Array containing alphanumeric character*
SUMQ Sum of values in Q-array
SUMQQ Sum of squares of values in Q-array
SUMR Sum of input flows with odd indices
" SUMRR Sum of squares of input flows with odd indices
SUMRS Sum of cross products of input flows with even indices and

input flows with odd indices

SUMS Sum of input flows with even indices

SUMSS Sum of squares of input flows with even indices

SUMX Sum of logs of flows (values in X array)

SUMXX Sum of squares of logs of flows

SUMXY Sum of cross products of logs of input flows with even indices

and input flows with odd indices

SUMY Sum of logs of input flows with odd indices

SUMYY Sum of squares of logs of input flows with odd indices
TAPE 4 Input data tape

TAPE 6 Output tape

TAPE 7 Input tape containing MANN's weighing coefficients
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TAPE 20
TEMP
TEMP4
TEMP7
TIME(T)
TMP
TVL(I)
u(n

X(1)

XPT(IP)

XX

YY

Output tape for program verify

Temporary variable

Temporary variable

Temporary variable

Date of Peak flow

Temporary variable

Chance that a correlation coefficient, CORR(I), is accidental
Temporary storage for full-record flows during split record tests
Logarithms of flows

Observed frequencies in remainder of record for flows with
computed frequencies of .001, .01, .1, .5

Temporary variable used in iteration routines

Temporary variable used in iteration routines
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OO0 0000

(VAN VIRV I o

PROGRAM FREGNCY(INPUT,OUTPUT,TAPEG, TAPEU, TAPET,TAPEZ2D)

DIMENSION Q(130),X(13¢),PLOTP(2,130),B(13),0NTY(2,130),R(2,130),
NVAL(2),U(130),TIME(130),Q00D00(1302),GEVEN(65),IFORMI(10),
1001(10),IPP1(10),IPRINTL1(1D),IYRA(138),8TAR(17),
TVL(27),GXL(3,4),I8TAT(5),C(9),CORR(27),XPT(16),PLT(3),
ACYA(24),ACYB(24),C8TY(64),QUE(130),FREA(32),FREB(32),
IFREQ(4)

COMMON /AR§/ Q,N

COMMON /AR2/ ALPHA,BETA

COMMON /AR3/ GAMMA

COMMON /AR4/ PLT,PLOTP,IPP -

COMMON /ARS/ QODD,NODD,QEVEN,NEVEN

COMMON /ARB/ AMU,SIGMA,AK

COMMON /AR12/ IGUMBL

COMMON /AR13/ QXL

COMMON /AR15/ AMX,8,06

COMMON /AR16/ SLOPE,AMODE

COMMON /AR17/ AMG

DATA (STAR(J)»J=1,17)/1THBHARRRkRXK%/

DATA BLANK/6H / :

DATA IFREQ/1,10,100,500/

TAPE
TAPE
TAPE
TAPE 2

INPUT DATA TAPE

QUTPUT TAPE
MANNS WEIGHING COEFFICIENTS

SAVE TAPE FOR PROGRAM VERIFY

SN
| 3 I ]

THE FOLLOWING INTERNATIONAL MATHEMATICAL

AND STATISTICAL LIBRARY ROUTINES ARE USED

IN THIS PROGRAMm===

MDNRIS =~ COMPUTES THE INVERSE NORMAL
PROBABILITY DISTRIBUTION FUNCTION

MDNOR = COMPUTES THE NORMAL PROBABILITY
.DENSITY FUNCTION

MOGAM = COMPUTES THE INCOMPLETE GAMMA
PROBABILITY DISTRIBUTION FUNCTION

IGUMBL =0
REWIND 20
PRINT 2178
WRITE (6,2150)
WRITE (6,2170)
READ INPUT CONTROL FROM FIRST CARD
READ 1680, KONTRL,KMETH,ILAST,IREAD
DATA INPUT FROM TAPE
IFULL=0
IF (ILAST,EQ,8) GO TO 2¢
READ AND WASTE TAPE UP TO DESIRED STATION

DO 108 J=1,ILAST
READ (4,1690) IDSTA,ISTAT,DA,CONT,IYR,RGLSKW, (IYRA(I),TIME(I),
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e Nk )

OO0

10

20

30

40

59

60

78

8@

1 QCI),I=1,1YR)
IF (EOF,4) 36,10

CONTINUE
READ DATA FOR ONE STATION
PROGRAM ALWAYS BRANCHES TO STEP 20 TO READ
NEXT STATION

CONTINUE

IMTHD=2

IFULLBIFULL+L

IF (IFULL,GT,IREAD) GO TO 30
READ (4,1698) IDSTA,ISTAT,DA,CONT,IYR,RGLSKW,(IYRACI),TIME(I),

{ ACI)yI=1,1YR)
IF (EOF,4) 30,40
CONTINUE
END OF PROGRAM == WRITE END OF FILE MARKS
ON TAPES AND SAVE THEM FOR PROGRAM VERIFY
END FILE 20
END FILE 6

CALL SAVEPF (4L7959,6LTAPER2Q,4L1166,ITMP)
IF (ITMP,LE,®) PRINT 1920

IF (ITMP,GT,B) PRINT 1934, ITMP
ORDER AND PRINT AUTOCORRELATION

COEFFICIENTS AND T VALUES FOR ALL STATIONS
: ANALYZED THIS RUN

CALL ORDER (IREAD,CORR)
CALL ORDER (IREAD,TVL)
PRINT 1679, IREAD, (CORR(CI),TVL(I),I=1,IREAD)
ST0P

CONTINUE
BEGIN ANALYSIS OF DATA FOR ONE STATION

DO 58 I=1,IYR

QUECI)aQ(l)
CONTINUE
QUE ARRAY IS TEMPORARY STYORAGE FOR INPUT
FLOWS (IYR VALUES)
CALCULATE SERIAL CORRELATION COEFFICIENTS
I1TMP=D :
IYRMlI=IYR=~}

DO 68 I=1,IYRM1
Q0DD(2)=Q(1)
QEVEN(I)=Q(I+})
CONTINUE
DO 128 K=31,3

GO TO (70,80,90), K
CONTINUE
M=
J=3

GO TO 120
CONTINUE
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99

199

110

‘M=1

J=2

G0 TO 120
CONTINUE
M=2
J=2
CONTINUE
NPAIR=z=Q
SUMR=0,
SumMs=@a,
SUMX=8, -
Sumy=4@,
SUMRS =@,
SumMxyse,
SUMRR=@, -
SUMSS=0,
SUMXX=0,
SUmyy=0,
DO 118 I=M,IYRM1,J
TEMP=QODD(I)
TMPSQEVENC(I)
SUMR=SUMR+TEMP
SUMRR=ESUMRR4 (TEMPXTEMP)
SUMS=SUMS+TMP
SUMSS=SUMSS+(TMPATMP)
SUMRS=SUMRS+ (TEMP*TMP) .
IF (TEMP,LT,.1) TEMPz,1
IF (TMP LT.,1) TMP=,1|
TEMPaALOGLIO(TEMP)
TMP=ALOGLIB(TMP)
SUMX=SUMX+TEMP
SUMY=ZSUMY +TMP
SUMXXZSUMXX+ (TEMPATEMP)
SUMYYZSUMYY+ (TMPATMP)
SUMXY=SUMXY+ (TEMPATMP)
NPAIR=NPAIR+!L
CONTINUE
ANSNPAIR
ITMPRITHMP+1
C(ITMP)=AN
TEMP4=SUMRS=SUMRASUMS/AN
TEMP=SUMRR=SUMRASUMR /AN
TMP=SUMSS=~8UMS#SUMS/AN
RXY=STEMPUXTEMPA/ (TEMPATMP)
TEMPT=SUMXYmSUMXASUMY/AN
TEMPSSUMXXwSUMXASUMX /AN
TMPESUMYYw8UMYNSUMY /AN
RXXYYSTEMPTXTEMPT/ (TEMPNTMP)
TEMPUXTEMP4/ABS (TEMPY)
TEMPT=TEMPT/ABS(TEMPT)
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ITMPSITMP#
CCITMP)ZTEMPAXSQRT(ABS (L ,»(((AN=L ) x(1,#RXY))/(AN®2,))))
ITMPEITMP+Y _
CCITMPIZTEMPT*SQRT(ABS (1 4= (((AN=L )X (1 ,=RXXYY))/(AN=2,))))
1290 CONTINUE
TEMP=C(2)
CORR(IFULLI=TEMP
TMP=1,
IF (TEMP.LT,0,) TMP=w=}{,
TYLCIFULL)BSORT(TEMPAX2a(AN®3 )/ (1 o TEMPAX2) ) xTMP
REMOVE BLANK DATA SO MACHINE WILL NOT STOP
NBLANK=®
PO 168 I={,IYR
TEMP=Q(I)
IF (NOT,TEMP) 138,140
130 CONTINUE
IF (TEMP,.GT,»999,) GO T0 {50
TIME(I)SBLANK
148 CONTINVE
NBLANKINBLANK® Y
60 T0 160
1580 CONTINVE
Q(I=NBLANK)=TEMP
1686 CONTINUE
NEIYReNBLANK
OMIT HISTQRIC RECORDS AND TEMPORARILY
SYORE THEM IN QODD ARRAY
NCDD=@
I=}
178 CONTINUE
Jel+l
ITMPSIYRA(J)»IYRA(I)
IF (ITMP,EG,1) GO TO 190
NSNw |
NODD=NODD+
QODD(NODD) =R (J)
DO 188 K=1,N
IYRA(K)=IYRA(J)
a(K)ead(J)
JaJ+i
180 CONTINUE
GO T0 (70
19¢ CONTINUE
DO 208 I=1,N
U(I)=Q(I)
202 CONTINUE

NSTORE=N
U ARRAY 18 STORAGE FOR UNORDERED INPUT

FLOWS LESS BLANKS AND MISTORIC RECORDS
CALL ORDER (N,Q)
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o0n

o0

210

220

230
240

250

260
279

PRINT 2160
PRINT 1708, IDSTA,ISTAT
WRITE (6,1700) IDSTA,ISTAT
WRITE (6,1720) IYR,NBLANK,N
PRINT SERIAL CORRELATION COEFFICIENTS
WRITE (6,17702) C
WRITE (6,1730)

CALL POSIT (N)
PRINT DATE, ORIGINAL INPUT FLOWS, ORDERED

FLOWS AND PLOTTING POSITIONS
WRITE (6,1740) (TIME(I),QUE(1),QCI),I,PLOTP(C1,1),PLOTP(2,1),I=1,N)
IF (NL,EG,IYR) GO TQ 210
ITMP=N+1
WRITE (6,1758) (TIME(I),QUECI),I=ITMP,IYR)

IF (NODD,EQ,@) GO TO 210
IF ANY HISTORIC RECORDS WERE OMITTED, PRINT

THEM HERE
WRITE (6,1760) (QODD(I),I=$,NODD)
CONTINUE
IFORM=Q

READ PROGRAM CONTROL FROM CARDS

GO TO (220+250), KONTRL
CONTINUE
KONTRL=1
READ IPP,IDO,IPRINT ONE TIME,
IFORM VARIES FROM 1 TO 9
IF (IFULL,6T,1) GO TO 240
READ 1688, ITMP,IPP,I100,IPRINT
KMETH=9
DO 230 J=1,9
IFORM1I (J)=J
CONTINUE
CONTINUE
IMTHOSIMTHD+!
IFORM=IFORM+1
IF (IFORM,6T,9) GO TO 2@
GO T0O 289
CONTINUE
KONTRL{ =2
READ KMETH VALUES FOR EACH STATION,
IMTHD=IMTHD ¢+ _
IF (IMTHD,GT,KMETH) GO TO 20
IF C(IFULLGT,1,0R,IMTHD,,GT,1) GO TO 270
DO 2608 I=1,KMETH
READ 16808, IFORMI(I),IPPI(I),ID01(I),IPRINTI(I)
CONTINUE
CONTINUE
IFORM=ZIFORMI(IMTHD)
I00=IDO1 (IMTHD)
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IPP=IPPY(IMTHD)
IPRINTSIPRINTL (IMTHD)
282 CONTINUE
ITMPEIFULLAIMTHD
IF (ITMP,EQ.1) WRITE (28) KMETH,IREAD, (IFORML(K),K=1,KMETH)
WRITE (6,2050) STAR
PRINT APPROPRIATE TITLE FOR METHOD
IF (IFORM,EQ,1) WRITE (6,2060)
IF (IFORM,EQ,2) WRITE (6,2078)
IF (IFORM,EQ.3) WRITE (6,2080)
IF (IFORM,EQ,4) WRITE (6,2140)
IF (IFORM,EQ@,5) WRITE (6,2180)
IF (IFORM,EQ,6) WRITE (6,2110)
IF (IFORM,EQ,7) WRITE (6,2130)
IF (IFORM,EG,B8) WRITE (6,20982)
IF (IFORM,EQ,9) WRITE (6,2120)
IF CIFORM,6T,1) PRINT 2160
IF CIFORM,EQ.1) PRINT 2060
IF (IFORM,EQ,2) PRINT 2270
IF (IFORMJEG,3) PRINT 2289
IF (IFORM,EQ,4) PRINT 2140
IF (IFORM,EQ,5) PRINT 2124
1F (IFORM,EQ,6) PRINT 2110
IF (IFORM,EG@,7) PRINT 2132
IF (IFORM,EQ,B) PRINT 2099
| DO LOOP FOR SPLIT RECORD TESTS
DO 1620 IBELL=1,5
1ZERO=O
GO TO (298,312,3208,400,4408), IBELL
299 CONTINUE

WRITE (6,2190)
NeNSTORE
DO 308 I=ai,N
QCI)sUCI)
3090 CONTINUE
CALL ORDER (N,Q)
IF (IMTHD,EQ@,1) CALL CHOOSE (Q,N,1)
CALL POSIT (N)
GO TO 460

NO SPLIT IN RECORD

: FOR 1BELL32, SELECT 5 EVENLY SPACED YEARS,
31@ NEVEN=2S

IF (IFORM,EG,8) GO TO 1620

IF (IPRINT,GE,2) WRITE (6,2200)

GO TO 330

FOR IBELL®3, SELECT 1@ EVENLY SPACED YEARS,

320 NEVEN=1@ _

IF (IPRINT,GE,2) WRITE (6,2210)
330 CONTINUE

NODD=NSTOREwNEVEN
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ITMP=(NSTOREw»1)/NEVEN
L.=1
J=1
K=1
DO 350 I=1,NSTORE
IF (I NE,K) GO TO 340
QEVEN(L)=UC(I)
KSK+ITMP
LsL+1
GC TO 350
340 QODD(J)=U(])
JeJ+i
350 CONTINYE
IF (L,EQ,NEVEN) GO TO 370
QODD(J)=QEVEN(1)
DO 360 Isi,NEVEN
QGEVENCI)=QEVEN(I+1)
360 CONTINUE
370 CONTINUE
CALL ORDER (NEVEN,QEVEN)
CALL ORDER (NODD,0Q0DD)
CALL POSIT (NODD)
IF (IPRINT LT .2,0RqIMTHD,GT,1) GO TO 380
WRITE (6,2020) (GEVEN(1),I=$,NEVEN)
WRITE (6,2030) (QODD(I),PLOTP(1,1),PLOTP(2,1),1=1,NODD)
380 CONTINUVE
N2NEVEN
DO 3908 I=i,N
QCI)=QEVENCI)
392 CONTINUE
60 TO 460
SPLIT RECORD INTO 2 HALVES
498 ND2=NSTORE/Z2
ANSNSTORE
TEMPaNDR
TMPZAN/2
NEVEN=NDZ2
NODD=ND2
KNENSTORE
IF (TMP,GT,TEMP) KNaNSTOREw{
J=0 :
DO 418 I=2,KN,2
JaJel :
QEVENCJ)=mU(I)
418 CONTINUE
KN2NSTOREw{
IFB(TMP.GT.TEMP) KNaNSTOREw?
J=
DO 420 I=mi,KN,2
JeJ+i
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OO0

420

430

440

450
460

4780

480

490

Q0DOD(JI=U(l)

CONTINUE
ORDER HALFwRECORDS, CALCULATE PLOTTING

POSITIONS, AND DETERMINE MAXIMUM, UPPER
DECILE, AND MEDIAN FLOWS

CALL POSIT (NODD)
CALL ORDER (NODD,QODD)
CALL ORDER (NEVEN,QEVEN)
IF (IMTHD,EQR,3) CALL CHOOSE (QODD,NODD,2)
IF (IMTHMD,EQ,1) CALL CHOOSE (BEVEN,NEVEN,3)
SET Q ARRAY = QEVEN ARRAY FOR IBELL=4
IF (IPRINT,GE,1) WRITE (6,2229)
NsND2
DO 430 I=m§,N
QC(I)=QEVEN(L)
CONTINUE
IF (IPRINT LT,1.0R,IMTHD,GT,1) GO TO 460
WRITE (6,2042) (QEVEN(I),Q0DDCI),PLOTP(1,I),PLOTP(2,1),I=1,N)
G0 T0 460
CONTINUE
SET Q ARRAY = QO0DD ARRAY FOR IBELL=S
N=ND2
IF (IPRINT,GE,1) WRITE (6,2230)
DO 452 I=1,N
GCI)=Q00D(CI)
CONTINUE
CONTINUE
JZERO={
DO 478 Iai,N
IF (GC1),LE,®,) IZERO®IZERO+!
CONTINUE
RTI0=y,0

- 10UTay

IF (IBELL,LT,4) GO TO 688 ‘
ZERDO AND QUTLIER TESTS FOR HALF~RECQRDS
DO 480 Iﬂl;N
GUE(I)=Q(l)
CONTINUE
INnN
JZERO=Q
TEST HALF=RECORD FOR ZEROES
JZERO=JZERO#+}
IF (JZERQ.,EQ,1) GO TO S¢¢

FOR SECOND ZERO FLOW TECHNIQUE, OROP ZERO

FLOWS, TEST FOR OUTLIERS ONLY ON UPPER
END OF RECORD '

I0UT=1

IDEASS

AN=N

TMPEN=]ZERQ
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RYIO=AN/TMP
NETMP
INBN
IF (IFORM,EQ,8) GO TO 688
GO TO 520
SKIP OQUTLIER TESTS FOR 8LIE

508 I0EA=0
IF (IFORM,NE.8) GO TO 514
NITA=¢
NITB=}
IF (IBELLER,4,AND,IZERQ(GT,1) NITA=2
IF (IBELL,EQ,S5.AND,IZERQ.GT,1) NITB=2

GO TO 680

510 CONTINUE
' TEST FOR QUTLIERS ON LOWER END
IF (CQ(N)xQ(N=7)),GE,(Q(N=1)2Q(N=1))) GO TO 520
ITMP=IMTHDAJZERO
IF (IBELLEQ.4,AND,ITMP,EQ,1) WRITE (6,1940)
IF (IBELL EG¢S5,AND4ITMP,EQ,1) WRITE (6,1950)

I0UT=4
IDEA=IDEA+1 \

520 CONTINUE
TEST FOR OUTLIERS ON UPPER END
IF ((QC1)/7Q(2)),LEL(Q(2)/Q(8))) GO TO S3¢9
ITMP2IMTHD®JZEROD
IF (IBELL EQ.4,AND,ITMP,EQ.1) WRITE (6,1960)
IF (IBELL,EG,5,AND4ITMP,EQ,1) WRITE (6,1970)
I0UT=4
IDEA=IDEA+2
530 CONTINUE
IF (JZERO,EQ,2) GO TO 544
1TMP=1 :
IF (1ZERO,GE,1) ITMP=2
ITMP=TITMPRIOUT
IF (IBELL,EQ,4) NITAsSITMP
IF (IBELL,EQ,5) NITB=ITMP
S48 MN3g
S50 MNIMN+1
IF (I0UT NE44) GO TO 6880
GO T0 (620,560,5608), IDEA
560 CONTINUE
GO TO (670,570,580,590), MN
S78 CONTINUE
TREAT OQUTLIER BY CONSTRAINING YO RATIO
G(1)2Q(2)*Q(2)/Q(8)
G0 TO 610

580 CONTINUE
' TREAT OUTLIER BY CONSTRAINING TO SORT OF

: RATIO
@(1)=Q(2)*SQART(R(2)/Q(8))
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590

6020
610
629

630

640

650

660
670

682

698

GO 7O 610
CONTINUE :
TREAT OUTLIER BY OMISSION OF VALUE
N=Nw»}

DO 60@ Isi N
Q(I)=Q(I+1)
CONTINUE
IF (IDEA,LT,3) GO TO 669

CONTINUE
GO TO (670,630,640,658), MN

CONTINUE
TREAT QUTLIER BY CONSTRAINING TO RATIO
Q(N)BQ(Nei ) #Q(Nw1)/Q(NeT7) ‘

GO T0 660
CONTINUE
TREAT QUTLIER BY CONSTRAINING TO SQRY OF
RATIO
GIN)BQ(Ne1)I*SORT(Q(N»1)/Q(N=T))
GO TO 660
CONTINUE
TREAT OUTLIER BY OMISSION OF VALUE
NzNwi
CONTINUE
CONTINUE

IF (IPRINT,LT,3) GO YO 6890

IF (I0UT.GT,1,AND,MN,EQ,1) WRITE (6,1988)

IF (MN,EQ,2) WRITE (6,19990)

IF (MN,EQ,3) WRITE (6,2000@)

IF (MN,EQ.4) WRITE (6,2010)
CONTINUE
IF (IBELL,LT.,4) MN=}

CALCULATE MEAN OF FLOWS
ANaN '
ANM]=Nw}i
ANMiZ2a(Nw]l )N (Nmw2)
SUMQO=g,0
DO 692 I=1,N
SUMQ=SUMQ+G(])
CONTINUE
GMEANSSUMG/ AN
SET UP DESIRED PROBABILITIES

R(2,1)=,001
R(2,2)%,803
R(2,3)s,01
R(Zo“)’.ﬁ?:
R(2,5)=,1
R(2,6)=,3
R(207)=.5
R(a'a".7
R(2,9)%,9
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s NaNeNeNe]

aonn

700

710

R(2,10)3,97
R(2,11)=,99
R(2,12)3,997

R(2,13)=,999
ADJUST TO EXPECTED PROBABILITY FOR ZERO

TECHNIQUES, FOR FIRST ZERO TECHNIQUE
RTIO=1,8, FOR SECOND TECHNIQUE RTIO IS.
RATIO OF TOTAL NO, FLOWS TO NO, OF NONZERO
FLOWS,

BC(1)=1,«(,001*RTIO)

B(2)=1,»(,00834%RT10)

B(3)31,9(,814RTIO)

B(4)31,»(,03%xRT10)

B(S)sl,=(,1*RTIO)

B(6)=1,e(,3%RTI10)

B(7)s1,*(,SaRTI10)

B(8)=:y,«(,7T#RTI0)

B(9)al,»(,94RTIO0)

B(1@)=1 ,»(,97#RTI0)

3(11)31.'(.99*"”10)

B(12)®{ ,»(,997%*RTI0)

B(13)=1,=(,999*RTI10)

SUMQ=G|

SUMEQ=a,

SUMX=@,

SUMXXad,
: IF DISTRIBUTION USES LOGS OF FLOWS AND IF

THERE ARE ZERO FLOWS ON RECORD
ADD ONE PERCENT OF MEAN TO ALL FLOWS FOR
FIRST ZERO TECHNIQUE,

DO 710 I=i,N

TEMPRQ(1)

IF (IFORM,EQ,3,0R,IFORM,EQ,8) GO TO 700

IF (JZERO,EQ,1,AND,IZERO,GE,1) TEMP=TEMP+(,01*%GMEAN)

X(1)=ALOG1R(TEMP)

SUMX2SUMX#X(I)

SUMXXaSUMXXeX(I)xX(I)

QCI)STEMP

SUMOESUMQeTEMP

SUMRQAaSUMAQ+ (TEMPXTEMP)

CONTINUE
CALCULATE MEAN OF ADJUSTED FLOWS AND MEAN

OF LOGS OF ADJUSTED FLOWS
AMQ@aSUMQ/AN

AMXESUMX/AN :
BRANCH TO VARIOUS DISTRIBUTIONS

GO 70 (730,720,7990,790,890,890,730,790,898), IFORM

CONTINUE :
LOG NORMAL (2 PARAMETER)

G=0,0
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s Ne Ep N Xy

758

740

750

T60
770
780

790

LOG PEARSON TYPE III

CONTINUE

NJ=213

JSCLEm2

ISCLE=}

TEMPBQ,

TMP=O,

DO 740 Isi,N
DEVaX(1)ewAMX

TEMPSTEMP# (DEV*DEV)
TMPETMP+ (DEV*DEV*DEV)
CONTINUE
S=SQART(TEMP/ANMY)

IF (IFORM,EQ,1) Gu(ANKTMP)/(ANMI2#x(S*%3))
IF (IFORM,EQ,7) GmRGLSKMW

DO 78@ J=m1,13

IF (B(J) ,LE,9,) GO TO 769
CALL MDNRIS (B(J),AK,IER)
IF (G,EQ,8,) GO TO 750
AKR(2,/76)%(CC(G/6,)*%(AK®G/6,))+1,)%x2x3)ml )
CONTINUE
TEMPR (1@ ax(AMX¢(AK2S)))
IF (JZERO,EQ,1,AND,IZERQ,GE 1) TEMPETEMPw(,81*QMEAN)
IF FLOWS MAVE BEEN INCREMENTED BY ONE
PERCENT OF MEAN, SUBTRACT THIS INCREMENT

IF (YEMP,GE,9,) GO YO 770
TEMP=D,
ANTY(2,J)aTEMP
CONTINUE
60 TO 1160
CONTINUE
NJ=1}
JSCLE=l
ISCLE=2
R(2,10)%,99
R(Efll)'.999
B(18)31,»(99%RTIO)
BC11)8],=(,999*RTIQ)
IF (IFQORM,EQ,8) GO TO 830
IF (IFORM,EQ.,4) GO TO 81@
CALCULATE GUMBEL MODE AND SLOPE BY METHOD
OF MOMENTS TO USE AS INITIAL ESTIMATES FOR
HARTERS ROUTINE

GUMBEL (MLE)
8=SQRT( CAN/ANME) % ( (SUMGQ/AN) w (AMGRAMG) ))
TMPEAMGw (  45005%8)
TEMP=, 779748

REVERSE ORDER OF FLOWS

ITMPaN
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800

810

82e

830

840

850

860

870
880

8980

D0 800 I=i,N
TIMECI)=QCITMP)
ITMPSITMPw]
CONTINUE
CALL ROUTINE FOR HARTERS ESTIMATES
CALL MAVK (1,91es1,TMP,TEMP,B,0,TIME,N,N)
G0 TO 8580
L.OG GUMBEL (MLE)
SESARTC(AN/ANME) X ( (SUMXX/AN)® (AMXXAMX)))
TMPEAMX® (,4588548)
TEMP=,779723
‘ REVERSE ORDER OF FLOWS
ITMP=aN
D0 820 I=4,N
TIMECI)=X(ITMP)
ITMP=ITMP=]

CONTINUE
CALL ROUTINE FOR HARTERS ESTIMATES
CALL MAVK (1,s14¢1,TMP,TEMP,8,8,TIME,N,N)
JSCLE=2
GO TO 859
GUMBEL (BLIE)
ITMPaN
NUMHI=0
REVERSE ORDER OF FLOWS
DO 848 I=t,N
TIMECI)=QCITMP)
ITMPEITMP=1

CONTINVE :
CALL ROUTINE FOR MANNS ESTIMATES

CALL EXVAN (TIME,N,NUMHI)
CONTINUE
DO 880 1I=1,11
IF (B(1),LE,2,) GO TO 862
TMP==ALOG(»AL QG(B(1)))
TEMP=SAMODE+ (SLOPEATMP)
IF (IFORM,EQ.,4) TEMPa10 ,A»TEMP
IF FLOWS HAVE BEEN INCREMENTED BY ONE
PERCENT OF MEAN, SUBTRACT THIS INCREMENT
IF (JZEROEQe14AND IZERQ4GE41,AND,IFORM,EQ,4) TEMPETEMP=(,01%
QMEAN)
IF (TEMP,GE.®,) GO TO 874
TEMP=0,
GNTY(2,1)=TEMP
CONTINUE
GO TO 1160
CONTINUE
2 PARAMETER GAMMA (MLE)
JSCLE=1
ISCLE=}
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900

910

OoMNOn

929

930

940
950

960

SUMX3@,

DO 9@@ I={,N

TEMP=Q(I)/AMG

GCI)STEMP

X(I1)SALOG(TEMP)

SUMXESUMX#X(])

CONTINUE

AMX3SUMX /AN

IF (IFORM,EG,6,0R,IFORM,EG,9) GO TO 919

USE NORLUNDS EXPANSION OF MAX, LIKELIHOOD
FUNCTION TO CALCULATE SCALE AND SHAPE
PARAMETERS FOR 2 PARAMETER GAMMA

DIFF2mwAMX

ALPHAS (1, #SORT (1, #((4,/3,I%DIFF)))/ (U4 *DIFF)

ALPHAZALPHA®CORRECT (ALPHA)

BETA=14/ALPHA
GO TO 1000
CONTINUE
DETERMINE MAX, LIKELIHOOD ESTIMATORS FOR
LOCATION PARAMETER OF LOWER BOUND FOR
3 PARAMETER GAMMA OR 3 PARAMETER LOG NORMAL
BY ITERATIVE SEARCH
SOL®,9999%Q (N)
IF (S0L,6T,2,) GO TO 920
soL=9,
GO TO 992
M=d
DELXSSOL/S,

IF (1IFORM,EQ,6) TMP=zF(SOL)
IF (IFORM_EQ.9) TMPsH(SOL)
K=o
KaK$)
IF (K,GT,208) GO TO 980
SOL=SOL=DELX
IF (IFORM,EQ,6) TEMP=F(S0L)
IF (IFORM,EQ,9) TEMP=H(SOL)
IF C(ABS(TEMP),LE,1,Ew4) GO TO 988
IF (TEMPwTMP,LT,8,) GO TO 940
TMPSTEMP
GO TO 930
XX=SOL +DEL X
YY=SOL
SOL=(XX*+YY)/2,
MaMé i _
IF (M,GT,200) GO TO 980
IF (IFORM,EQ,6) TEMP=F(SOL)
IF (IFORM,EQ,9) TEMPaH(SOL)
IF (ABS(TEMP) ,LE,1,E=»d4) GO TO 98@
IF (YMPATEMP) 966,980,970
YY=SOL
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60 T0 950
978 XX=SOL
60 TO 950
980 CONTINUE
CONSTRAIN LOWER BOUND YO BE ,GE. 0
99@ IF (SOL'LE'BQ) SULH”!
IF (IFORM,EQ,9) GO TO 1110
GAMMA=SOL
TMP2F (GAMMA)

1002 CONTINUE
INVERSE OF GAMMA FUNCTION BY ITERATIVE

SEARCH
NJ=7
R(2,1)=,00¢
R(2,2)s,01
R(2!3)=.1
R(Zr“)ﬁgs
R(2,5)=,9
R(2,6)3,99
R(2,7)2,999
B(1)=21,»(RTIO*,999)
B(2)=1,«(RTIOX,99)
B(3)s1,~(RTIO*,9)
B(4)=21,»(RTIOX,5)
B(5)=21,«(RTIOw,})
B(6)=t,»(RTIOX,01)
B(7)=z1,o(RTIOA,001)
XX=Q(1)/BETA
DO 10908 I=4,7
IF (B(I),LE,Q,) GO TO 1088
PXB=B(I)
DELX=XX/31,
CALL MDGAM (XX;ALPHA;PXA;IER)
PXAzl »PXA
IF (PXBoLT.PXA) DELX==DELX
K=0
101D KuKef
IF (K,LE,250) GO TO 1020
WRITE (6,2240) IFORM,B(l)
60 TO 1898
1020 YY=XX=DELX
IF (YY,LE,,B1*DELX) YY=2,0
CALL NDGAM (YY:ALPHA:PXA'IER)
PXAz1 ,«PXA
DIFFapXA=PXB
IF (DELX,LT,0,) DIFF==DIFF
IF (DIFF,GT,0,) GO YO 1030
XXzyy
GO TO 1910
183e IF (DELX,6T7,0,) GO TO 1040
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1840

1092
1060
1070

1080
1290

1100

1110

1120
1130
1140

TEMPRYY
YY=xX
XX=sTEMP
ITMP=D
TEMPR(XX+YY]}/2,
ITMP=ITMP+Y
IF (ITMP,GT,30) GO TO 1078
CALL MOGAM (TEMP,ALPHA,PXA,1ER)
PXAz] ,*PXA
PXAEPXBePXA
IF (ABS(PXA) LE,PXBn,0801) GO TO 1070
IF (PXA) 1050,1070,10860
YYSTEMP
GO TO 1249
XXETEMP
GO TO 1040
XXsTEMP
IF (IFORM,EQ,5) TEMPaTEMPBETAXAMQ
IF (IFORM,EQ,6) TEMP=(TEMPwBETA+GAMMA)®AMB
IF FLOWS HAVE BEEN INCREMENTED BY ONE
PERCENT OF MEAN, SUBTRACY THIS INCREMENT
IF (JZERG,EQ,1,AND,IZERQ,GE,1) TEMP=TEMP=(,81%GMEAN)
IF (TEMP,GE,2,) GO TO 1999
TEMPRA,
GNTY(2,1)=TENMP
CONTINUE
DO 1108 Isi N
GCI)RA(I)xAMO
CONTINUE
G0 T0 1160

CONTINUE
NJ=13
JSCLEs2
ISCLEs
AK®S0L
TEMPRM(AK)
DO 11408 Imy,13
IF (B(I),LE.P,) GO TO 1120
CALL MDNRIS (B(I),TMP,I1ER)
TEMPS(AMUXEXP (SIGMAXTMP) ) +AK
TEMPBTEMPxAMQ

3 PARAMETER LOG NORMAL (MLE)

IF FLLOWS HAVE BEEN INCREMENTED BY ONE
PERCENT OF MEAN, SUBTRACY THIS INCREMENT

IF (JZERO EQ,1 s AND,IZEROGE,1) TEMPaTEMPw»({,01*GMEAN)

IF (TEMP GE.B 3 60 TO 1132

TEMPRO,

ANTY(2,I1)=2TEMP

CONYINUE

DO 1158 Iai,N
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s NeNe

o0 OO0

1150
1160

1170

1180
1190

1200
1210
1220

1230
1249

1250
12690

Q(I1)=Q(I)~AMQ

CONTINUE
CONTINUE
CHECK IF CALCULATED STATISTICS AND/OR
ESTIMATORS OF DISTRIBUTION PARAMETERS ARE
TO BE PRINTED,
IF (IBELL,EQ.1) GO TO {170
IF (IBELLGLE.3,AND,IPRINT,LT,2) GO TO 1320
IF (MN,GT,1,AND,IPRINT,LT,3) GO TO 1320
IF (IBELL GE4,AND,IPRINT,.LT.1) GO TO 1320
CONTINUE
PRINT CALCULATED STATISTICS AND/OR
ESTIMATORS OF DISTRIBUTION PARAMETERS,
60 TO (1190,1190,1200,1200,1210,1220,1190,12308,1180), IFORM
WRITE (6,1830) AMODE,SLOPE,NUMHI

GO TO 1249
IF (IFORM,LT.7) WRITE (6,1780) AMQ,AMX,S,6
IF (IFORM,EQ,7) WRITE (6,1790@) AMQ,AMX,S,G
GO YO 1240
WRITE (6,1820) AMQODE,SLOPE
GO TO 1249
WRITE (6,1842) ALPHA,BETA
GO TO 1248
WRITE (6,1850) ALPHA,BETA,GAMMA
G0 TO 1240
WRITE (6,1860) AMU,AK,SIGMA
GO TO 1240
WRITE (6,1832) AMODE,SLOPE,NUMHI
WRITE (6,1800)

PRINT PROBABILITIES AND CORRESPONDING
CALCULATED FLOWS

WRITE (6,1810) (QGNTY(2,J),R(2,J),J21,NJ)
PLOT IF THIS IS FULL RECORD WITH LOG
» PEARSON III OR GUMBEL (MLE)
IF (IBELL,EQ,1,AND,IFORM,EQ,1) GO TO 1289
IF (IBELL.,EG,1,AND,IFORM,EQ,3) GO TO 1280
PLOT IF IDO.,EQ,1 AND THIS 18 FULL RECORD
ITMPRIBELL~IDO :
IF (ITMP,EQ,1) GO TO 1288
G0 TO 1320
IF (IBELL,EG,5) GO TO 1260
SET UP VALUES FOR PLOT IF DESIRED
DO 1250 1I=1,NODD
ONTY(1,1)=Q00D(1)
CONTINUE
G0 T0 1300
CONTINUE
DO 1270 I=1,NEVEN
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1270
1280

1290
1300

1319

oD

1320

OO0 OM0

1330

1340
1350

QOO0

1360

1370

GNTY(1,1)=QEVENCT)
CONTINUE

60 TO 1308
CONTINUE
DO 1298 I=mf,N
ONTY(1,1)30(]1)
CONTINUE
CONTINUE
DO 1310 Isi,N
R(1,1)3PLOTR(IPP,I)
CONTINUE
NVAL (1)=N
NVAL(2)=aNJ

CALL PLOT ROUTINE

IF (JSCLE,EQ,3) CALL ARITH (2,NVAL,GNTY,R,ISCLE)
IF (JSCLE,EQ,2) CALL PLOG (2,NVAL,GNTY,R,ISCLE)

CONTINUE

FILL ARRAYS TO SAVE DESIRED VALUES ON
TAPE
GO TO (1330,1350,1350,13808,1498), IBELL

ENTIRE RECORD FLOWS

IP=@
DO 1340 I=i, 16
XPT(1)m2,0
CONTINUE
60 TO 1600
I=0
IF (IBELL.EQ,3) IP=4

5 OR 1@ SELECTED FLOWS

OBSERVED FREQ, IN REMAINDER OF RECORD
FOR FLOWS WITH COMPUTED FREQ, OF ,0@t,,01,
sdeeS
DO 1370 Jay,4
IP=IP+}
12T+
IF (I1,GT(NJ) GO TO j6082
ITMP= {080, ,xR(2,)1)+0,1
IF (IFREG(J) (NE,ITMP) GO TO 1360
CALL BIGGER (QNTY(2,I),XPT(IP),IBELL)
CONTINUE
G0 TO 16020

FIRST HALF RECORD FLOWS

B-34



1380 IF (MN,NE,§) GO TO 1430
GO TO (1390,1420), JZERO
1398 CONTINUE
IFR=Q
IACY=0Q
1=0

1P=g
OBSERVED FREQ, IN REMAINDER OF RECORD

FOR FLOWS WIYM COMPUTED FREQ, OF ,0@%1,,0%,
.1'.5
DO 1410 J=1,4
IPulped
1400 ImI+tg
IF (I,GT4NJ) GO TO 1600
ITMPR1000,%R(2,1)+0,1
IF (IFREGCJ)JNEJITMP) GO TO 1400
CALL BIGGER (GNTY(2,1),XPT(IP),IBELL)
1410 CONTINUE
GO TO 1430
1420 IFRmie
IACY=mi2

1430 CONTINUE :
COMPUTED FREQ, FOR OPPOSITE HWALF RECORD

MAX ¢ DECILE,MEDIAN
DO 1440 J=m2,4

TACYSTACY#+}
CALL INVERSE (GXL(2,J),ACYACIACY),IFORM)

14428 CONTINUE
COMPUTED FREQ, FOR FyULLeRECORD EXTREME,
MAXs s DECILE,MEDIAN

DO 14508 J=mi,4
IFR=IFR+}
CALL INVERSE (QXL(1,J),FREA(CIFR),IFORM)
1450 CONTINUE
ITMPaMNXJZERO
IF (ITMP,NE,1) GO TO 1470
COMPLETELY FILL FREA ARRAY WITH FIRST 4
VALUVES
DO 1460 J=8,32,4
FREA(Ju3)=FREA(L)
FREA(J=2)aFREA(2)
FREA(Je§)SFREA(3)
FREACJ)SFREA(Y) -
1460 CONTINUE |
60 10 {600
1470 IF (JZEROLEQ,1,0RMN,NE,1) GO TO 1609
DO 1480 J=24,32,4
FREA(Je3)RFREA(L7)
FREA(J»2)=FREAC(18)
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s e Nel

o000

1480

1490

1509

15190

1560

1570

1580

FREA(Jet)=FREA(L9)
FREA(J)SFREA(208)
CONTINUE

GO TO 1608

SECOND HALF RECORD FLOWS

IF (MN NE,1) GO TO 15490
60 TO (1500,15302), JZERO
IFR=D
IACY=9
I=0

IP=se
OBSERVED FREG, IN REMAINDER OF RECORD

FOR FLOWS WITH COMPUTED FREG, OF ,401,,01,

.1,.5

DO 1528 J=i,4
IPEIP+]
I=l+}

IF (1,6T,NJ) GO YO 1600
ITMPS1000,%R(2,1)+2,1

IF (IFREG(J)4NE,ITMP) GO TO 15140
CALL BIGGER (GNTY(2,1),XPT(IP),IBELL)
CONTINUE

GO TO 1540
IFR=1¢
IACY=i2

CONTINUE
COMPUTED FREQ, FOR OPPOSITE HALF RECORD

MAX ¢ s DECILE MEDIAN
DO 1558 J=2,4
TACYSIACYe
CALL INVERSE (GXL(3,J),ACYB(IACY),IFORM)

CONTINUE
COMPUTED FREQ, FOR FULL=RECORD EXTREME,

MAX, ,DECILE,MEDIAN

DO 1568 J=i,4
IFRZIFR+}
CALL INVERSE (OXL(1,J),FREBCIFR),IFORM)
CONTINUE
ITMPEMN*JZERD

IF (ITMP,NE,1) GO TO 1588
DO 1578 J=8,32,4
FREB(Je3)3FREB(1)
FREB(J=2)=FREB(2)
FREB(Jw})aFREB(3)
FREB(J)=FREB(4)
CONTINUE

GO TO 1680 |

IF (JZERO,EG,1,0R,MN,NE,1) GO TO 1628
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OO0

DO 1598 J=m24,32,4
FREB(J=3)=aFREB(17)
FREB(Jw2)sFREB(18)
FREB(Jw])aFREB(19)
FREB(J)sFREB(20)

1590 CONTINUE

1600 CONTINUE

IF CIBELL,LT.4) GO TO 1620

REPLACE @ ARRAY FOR NEXY OUTLIER TECHNIQUE

DO 1618 I=af,IN
Q(I)=QUE(I)
1650 CONTINUE
N=IN
IF CIOUTEQa4,AND MN,LT,.4) GO TO S50
IF (1ZERO,GE.1,AND,JZ2ERO,EQ,1) GO YO 49¢
STATEMENTY 760 18 END OF SPLIT RECORD DO
LOOP
1620 CONTINUE
Jai
DO 1638 I=a1,64,2
CSTY(I)=PREA(J)
JRJ+]
1632 CONTINUE
Jai
DO 1640 In2,64,2
CSTY(I)=FREB(J)
JEJe}
1640 CONTINUE
NIT=8
ITMPENITAANITB
IF (ITNP.EO.l,OR.ITMP.EQ.Z.OR,ITMP.EQ.“) NIT=ITMP
IF (NITALEQ,4,ANDNITB,EQ,4) NITs4
WRITE (20) IDSTA,NSTORE,NITA,NITB,NIT,XPT,PLT,ACYA,ACYB,CSTY
WRITE (6,21808) (CaXL(I,J),J=1,4),1I21,3)

PRINT DATA THAT WAS WRITTEN ON TAPE

WRITE (6,1870) XPT,PLT
WRITE (6,1888)
Jed
DO 1650 K=4§,2
DO 1650 KTMPxi,4
JIMPRJ¢2
WRITE (6,19008) (XTMP,K,C(ACYA(I),ACYB(I),1=%J,JTMP))
JEJTMR4 1
1650 CONTINUE
WRITE (6,189%98) [
J=i
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DO 1660 K=1,2
D0 1660 KTMP=1,4

JTMPBJ+7
WRITE (6,1910) KTMP,K,(CSTY(L),I2J,JTMP)
JBJTMP+]
1668 CONTINUE
¢ RETURN TO READ INFORMATION ON NEXT DISTR,
c Y0 BE USED OR NEXT SYATION TO BE PROCESSED

GO TO (248,250), KONTRL

1670 FORMAT (////+18X,*AUTOCORRELATION COEFFICIENTS AND T VALUES FOR =
1,13, STATIONS®,/,/(F36,3,F28,2))

1688 FORMAT (1418)

1690 FORMAT (I8,12X,4A10,A5,2X,Fi0,8,F7,0,18,22X,F5,2/CT(1U,A6,F7,¥,2X%
1)))

1708 FORMAT (38X,18,5X,4A18,A5)

1710 FORMAT (2(/,1TA8))

1720 FORMATY (/,5X,*TOTAL NO, OF VALUES READ =%,18,/,5%X,%N0, OF
1BLANK VALUES 2n,I1B8,/,5X,%xN0, OF VALUES USED FOR ANALYS
21IS =%,18)

1738 FORMAT (SX)*%DATE OF%,6X,x0BSERVED®,6X ) %0ORDERED*, 7X, ARANK*,5X,

I*PLOTTING POSITION®,/,S5X,*PEAK FLOWn,4X,*PEAK FLOWX,5X,*PEAK FLOWx
- 1'&)(,tM/N+1*,8X.*M-@.S/Nﬂd.at)

1740 FORMAT (SXeAb »TXyF1O0,8,4X,F10,0,4X,14 ,5X,F8,5,5X,F8,5)

1750 FORMAT (S5X,A6,7X,F10,8)

1760 FORMAT (SX,xFLOWS OMMITED AS HISTORIC RECORDS#*,/,5X,/(F10,0))

1770 FORMAT (22X,*AUTOCORRELATION COEFFICIENTS®,/,26X,*N0, PAIRS%,4X,x
IFLOWR, 60X, xL.OG OF FLOW®,/,SX,*xCOMPLETE RECORD®,F12,8,2F12,5,/,5%,*H
2ALF RECORDW,UX,F12,092F12,5,/y SX,x0THER HALF#*,5X,F12,0,2F12,5,/)

1780 FORMAT (SX,®ARITHMETIC MEAN =*,FlZ,5./;SX.*MEAN OF LOGS,

1 =3%,F12,5,7,5X,*STANDARD DEVIATION =2%,F12,5,/s5X,*COEFFICIENT OF
2 SKEW 3%,F12,5,/)

1790 FORMAT (S5X,%ARITHMETIC MEAN ax,F12,5,/,5X,*MEAN OF (0GS,

1 =3%,F12,5,7/¢5Xs*STANDARD DEVIATION 323%,F12,5,/,5X,*COEFFICIENT OF
2 SKEW 3%x,F12,5,5X, »(REGIONAL SKEW)=%,/)

1800 FORMAT (99X, wFLOWX, 7X,*PROBABILITY®)

1810 FORMAT (4X,F10,0,6X,F9,3)

1820 FORMAT (SX,«HARTERS MAXIMUM LIKELIHOOD ESTIMATORS OF GUMBEL MODE
1AND SLOPEX,/5X¢*MODE 3%,F12,5,/,5X,#SLOPE =2%,F12,5,/)

1832 FORMAT (SX,xMANNS BEST LINEAR INVARIANT ESTIMATORS OF GUMBEL MODE
1 AND SLOPEwW,/SXsnMODERyL7X ) *=a,F12,5,/,5X%8LOPEA, 16X, x3%,F12,5,/
2,5%X,%N0, OF HIGH OUTLIERS =x,16)

1840 FORMAT (SX,*ESTIMATORS FOR 2 PARAMETER GAMMA DISTRIBUTION%,/,5X,
1 *SHAPE PARAMETER =w,F12,5,/95X,#SCALE PARAMETER 2R, Fl12,5,/)

1850 FORMAT (SX,«ESTIMATORS FOR 3 PARAMETER GAMMA DISTRIBUTION®,/,5X,
1*SHAPE PARAMETER S%k,F12:5,795Xs *SCALE PARAMET
2ER 2%, F12,5,7,5%X,%LOCATION PARAMETER OF LOWER
3 BOUNDARY=»,F12,5,/)

1860 FORMAT (S5X,*ESTIMATORS FOR 3 PARAMETER LOG NORMAL DISTRIBUTIONx,/
1eSXpxPOPULATION GEOMETRIC MEAN OF (KwK@3) S kpFL12,5,7s5X, %L 0W
2ER BOUNDARY OF THE DISTRIBUTION OF K ® %,F12,5,/,5X,ASTANDARD DF
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IVIATION OF THE LN(KeKB) VALUES = %,F12,5,/)

1870 FORMAT (/,5X,#0BSERVED FREQUENCIES IN REMAINDER OF RECORD FOR COM
IPUTED FLOWS WITH®,;/,SX,*FREQUENCIES OF#,TX,n 0081 %,7X,* eO1R, TX
er* e iR TX eS% 9 /25Xy nSeYR BAMPLEN 18X, 4(FO6,4pTXs) s/ 15X, %*10m
IYR BAMPLE®,IX,4(F6,4,TX) s/ sSXonHALF RECORD#, 18X, 4(F6,4,7X),/¢5X,

4 *OTHER MWALFRp 31X o UCPOol,TX) 0/ 88X o xMAXR,OX , #DECILE®R,7X,*MEDIANX,/
S)SX*PLOTTING POS8Sw,22X,3(F6,4,7X),/)

1880 FORMAT (SX,*HALFeRECORD COMPUTED FREQUENCIES OF OPPOSITE HALF=RECO
1RD FLOWS%,/,6X,%0UTLIER ZEROA, 38X, *MAXIMUM® , 15X, "MEDIAN®R, 18X, %
CDECILEW, /75X, #TECHNIQUE TECHNIQUENW)

1890 FORMAT (/,5X,*HALF«RECORD FREQUENCY ESTIMATES OF FULL®RECORD FLOWS
1%,/ ' 16X ®OUTL IER LERO® ) 12X *EXTREME®R , 16X *MAXIMUMA, 15X,
2AMEDIANY, 18X ADECILE®,/,SX,#*TECHNIQUE TECHNIQUE=®)

1900 FORMAT (110,110,F38,4, F8,4,2(F15,4,F8,4))

1912 FORMAT (2110,4(F18,4,F8,4))

1920 FORMAT (SX,#CALCULATED VALUES SAVED ew TAPE OPERATION SUCCESSFUL=*
1) :

19328 FORMAT (5X,*TAPE OPERATION NOT SUCCESSFUL, ERROR MESSAGE NO,%,16)

1942 FORMAT (SX,«TESTS INDICATE OUTLIER ON LOWER END OF RECORD =e FIRS
17T HALFeRECORDw) :

1950 FORMAT (S5Xy#TESTS INDICATE OUTLIER ON LOWER END OF RECORD e«w» SEC
10OND HALFeRECORD*)

1960 FORMAT (5X,«TESTS INDICATE OUTLIER ON UPPER END OF RECORD == FIRS
1T HALFeRECORDw)

1972 FORMAT (5X,wTESTS INDICATE OUTLIER ON UPPER END OF RECORD ee» SEC
10ND HALFeRECORDW) : -

1980 FORMAT (S5X,»0UTLIERC(S) TREATED BY USING VALUE AS LARGEST (OR SMAL

1LEST) OF RECORD%,)
1990 FORMAT (5X,#OUTLIER(S) TREATED BY CONSTRAINING TO GIVEN RATIO(S)«

1)
2000 FORMAT (5X,«QUTLIER(8) TREATED BY CONSTRAINING TO SQUARE ROOT OF

1GIVEN RATIO(8)w)

2010 FORMAT (SX,#0UTLIER(S) TREATED BY OMITTING VALUE(S)w)

2020 FORMAT (/,12X,»8ELECTED FLOWS%,/(12X,F10,0))

2030 FORMAT (/,12X,)*0OBSERVED FLOW*,8X,#PLOTTING POSITION®,/,34X,4M/N+]
L%, TX o kMwB S/N+B 4w, /(12X,F10,08,10%X,F10,%,3X,F10,5))

2040 FORMAT (/,32X,#OBSERVED FLOW®,8X,aPLOTTING POSITIONW,/,12X,4EVEN®
109X, %00D*, X, aM/Neiw, TN, uMaB 3/N+B 4n,/7(6X,F10,0,1X,F106,08,4%X,F8,5,
27X,F8,5)) .

2050 FORMAY (17A8)

2060 FORMAT (/,56X,~L0G PEARSON TYPE IIlw,/)

2070 FORMAT (/,61X,*LOG NORMAL*,/)

2080 FORMAT (/,61Xo*GUMBEL (MLE)w,/)

2090 FORMAT (/)51X,*GUMBEL (BEST LINEAR INVARIANT)®,/)

2100 FORMAT (/,56X,%GAMMA (2 PARAMETER)%,/)

2110 FORMAT (/,56X,*GAMMA (3 PARAMETER)A,/)

2120 FORMAT (/,54X,*L0G NORMAL (3 PARAMETER)%,/)

2130 FORMAT (/+58XynL0G PEARSON TYPE III (FIXED SKEW)%,/)

2148 FORMAT (/,58X,%L0G GUMBEL (MLE)%,/)

2150 FORMAT (1HQ)
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2160 FORMAT (1H1)
21790 FORMAT (iM1,43X,*FLO0D FREQUENCY RESEARCH PROJECT CALCULATIONSxX,/

1,38X,%xCOMPLETE RECORDS, HALF RECORDS, SeYR, AND 1@=YR, SAMPLESX,//
2)

2180 FORMAT (/pSXonFLONS®, J6X, #EXTREMEN,8X, *MAX%,9X ) wDECILE®, TX,«MED]A
INn, /s SXs#FULL®RECORD®, 10X, 4(F6,0,7X),)/sSX,*HALF RECORD%,10X,4(F6,8
2o TX) 0/ 05X s *0OTHER HALF*, 18X, 4(F6,8,7X)) A

2190 FORMAT (SX,wENTIRE RECORD USED TO CALCULATE DISTRIBUTION PARAMETE
LRS%,/,5X,wPREDICTED VALUES COMPARED WITH OBSERVED VALUES FROM ENTI
2RE RECORD®)

2200 FORMAT (5X,x5 YEARS OF RECORD USED T0O CALCULATE DISTRIBUTION PAR
1AMETERS*,/,5X*PREDICTED VALUES COMPARED WITH OBSERVED VALUES FORM
2 REMAINDER OF RECORDw)

2219 FORMAT (5X,%~312 YEARS OF RECORD USED TO CALCULATE DISTRIBUTION PAR
JAMETERS#*,/,SX,*PREDICTED VALUES COMPARED WITM OBSERVED VALUES FORM
2 REMAINDER OF RECORDw)

2228 FORMAT (SX,#FIRST HALF=RECORD USED TO CALCULATE DISTRIBUTION PARA
IMETERS®,/,5X, *PREDICTED VALUES COMPARED WITH OBSERVED VALUES FROM
20THER HALF=RECORDw)

2230 FORMAT (SX,«8ECOND HALFeRECORD USED TO CALCULATE DISTRIBUTION PAR
JAMETERS®,/,5X*PREDICTED VALUES COMPARED WITH OBSERVED VALUES FROM
2 OTHER HWALF«RECORDw)

2240 FORMAT (SX)tewersCAUTIONe=ws FOR DISTR, NO, *,16,% VALUE FOR PROB,
1 =%, F12,3,~ NOT FOUND IN 250 ITERATIONS®)

END
SUBROUTINE EXVAN (YI,NN,NUMNHI)
DIMENSION YI(130),XA(138),XYZ(130),XSUMI(100),XSUM2(180),IINNL(4),
1 TINNUCY) JUMANN(25,3,25) ,BMANN(25,3,25),YP10(1020)
COMMON /AR12/ IGUMBL
COMMON /AR16/ SLOPE,AMODE
IGUMBL=IGUMBL 4§
IF (IGUMBL,6T,1) GO TO {9
REWIND 7
READ (7) CCCUMANNCI,JoK)oBMANNCI,J,K) Kn1,25),Ju1,3),1%10,25),
1 (YPL1@(L),L=4,100)
10 CONTINUE
JKL=9
DO 2@ Im1, NN
XA(I)aYI(I)
XYZ(I)sYICI)
20 CONTINUE
MPASSENN
NNX=8
NNY=D
YSUMi=B,0
YSUM2m0,0
DO 30 I=§,10
XSUMiI(I)=0,0
38 CONTINUE
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40

50

60

70

890

90

NUMMHI=®
SUmMy=ng,Q
SUMB=Q,0
SUMiI=D,0
SUMe=g,0
SUM3I=ng, @
SUM4n0,0
AXz=@,8
BX2@,0
SUMSag 0
SUM6nD,0
SUM720,0
SuMaag, o
AAARO,0
BB8=0 ¢
IF (NN,GY,25,AND NN,LE,58) 60 T0O 9@
IF (NN,GT,50,AND,NN,LE,75) GO TO 140
IF (NN GT,7S5,ANDNN,LE,108) GO TO 102
DO 4@ Isi,NN
SUMUBSUMUSXACI)*UMANN(NN,1,1)
SUMBRSUMB#XACI)*BMANNCNN,§,1)
CONTINUE
BBBuiUMB
AAAZSUMU
IF (YPIOCNN) BT, (XA(NN)wSUMU/SUMB)) GO TO 48¢@
NNNENN={
DO 50 Imi,NNN
SUMIaSUME+XACI)AUMANNCNN,2,1)
SUM2BSUMReXA(T)*BMANNINN,2,1)
CONTINUE
AAAZSUM]
BBB=m8UM2
IF CYPLOC(NNN) ,GT, (XA(NNN)eBUML)/8UM2) GO TO 79
NNNENN=2
DO 608 Imi,NNN
SUM3IBSUMB#XA(I) *UMANN(NN,3,1)
SUMYBSUMGeXACTIIZBMANNCNN,3,I)
CONTINUE
AAAaSUM3
BBBsSUMY
DO 82 Ismi,NNN
AXBAXEXACI)HUMANNCNNN,§,1)
BXuBX¢XACI)®BMANNCNNN,1, 1)
CONTINUE
NUMMISNNeNNN
AMODEmAAA
SLOPE=BRSB
MPASSaNNeNUMM]
RETURN
XNNSNN
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100

119

120

130

140

NP=2
INN=NN/2
TINNIC(1)=1
TINNL(2)=14]INN
TINNACL)SINN
TINN4(2)aNN

GO TO 160
XNNSNN
NP4

IF (NN,EQ,95) GO TO 138

IF (NN,EQ,98) GO TO 110

IF (NN,EG,99) GO TO 128
INNsNN/4
TINNI(1)=}
IINN{(2)mi+INN
TINNE(3)BL+INNN2
TINNSCA)S{+INNR3
IINNACL)®INN
LTINN4(2)BINNRZ
TINNA(I)SINNRS
TINNGC4)BNN

GO TO 160
TINNIC(L)=}
IINNI(2)325
TIINNL(3)=49
TINNiI(4)mT74
IINNG(L)s24
IINN4(2)=48
IINN4(3)ST73
IINN4(4)a98

GO TO 160
IINNL(1)sY
TINNLC2)=25
IINNL(3)=50
IINNI(4)mT7S
TINNG(L) =24
IINN4(2) =49
TINNA(I)=74
IINNG4C4)399

GO TO 160
IINNIC(1) =)
IINNL(2)=24
IINNL(3) =47
IINNL(4)=7}
TINNA(1)=23
TINNG(2) =46
IINNA(3) =70
TINNG(4)mO%

GQ T0 160
XNNa3NN
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NP23
IF (NN,EQ,74) GO TO 150
INNENN/3
TINNI(1)=1
TINNS(2)m1+INN
TINNL(3)B1+INNR2
IINNGC1)®INN
TINNA(2)BINNRS
JINN4(3)mNN
60 TO 160
152 TJINN1(i)m)
TINNi(2)a25
IINNI(3)=250
TINNA4(1)=m24
IINN4CSIm74
162 DO 190 K=m],NP
NZIC=@
YSUM12d,0
YSUMEI@.B
INNGSTINNG(K) =]
INNISTINNA(K)wIINNL(K)+1
XNNIZINNYS
ISEE1=sTINNL(K)
ISEE2mIINNACK)
DO 172 I=ISEEL,INNS
INNT®I+}
DO 3170 J=INNT,18EER
IF (YXIC(I)LE.YI(J)) GO TO 170
TEMPLlaYI(1)
YICI)sYICO)
YI(J)mTEMPY
172 CONTINYE
00 180 I=ISEEL,IS8EE2
NZCaNZC+}
XA(D)=YI(I)
YSUMImYSUML®XACI)®UMANNCINNG,1,NZC)
YSUM2EYSUM2+XACT)WBMANNCINNG, 1,NZC)
182 CONTINUE
XSUML (K)mYSUMI* (XNN9/XNN)
XSUM2(K)sYSUM2% (XNN9/XNN)
199 CONTINUVE _
IF (NP,EQ,3) GO YO 240
IF (NP,EQ.4) GO TO 310
BBEsXSUM2(1)ex8UMR(2)
AAARXSUML (1) eX8UMLI(2)
IF (YPL1O(NN) ,GT,(XYZ(NN)=AAA)/BBB) GO TO 480
IF (XACNN),GE XACINN)) GO TO 2040
I100Ti=1
G0 TO 220
200 IDOTime
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210

220
230

240

2590

260

27e
289
299
300
310

320

330

349

IF (XA(NNewl) ,GE,XACINN)) GO TO 2380
ID0TE2=1
GO TO 400
IF (XACINNw1),GE,XA(NN)) GO TO 210
IDOT2=2
GO TO 400
AAASXSUML (L) ¢XSUML (I3 +XSUMLI(2)
IF C(YPL1B(NN) GT,(XYZ(NN)=AAA)/BBB) GO TO 489
BRAEXSUM2(1)+XSUM2(2)+XSUM2(3)
IF (XACNN) GE XA(2*INN) JAND,XACNN) ,GE,XACINN)) GO YO 259
IF (XAC2%INN) ,GE,XA(NN) ,AND,XAC2*INN) ,GE ,XACINN)) GO TO 26@
100Ti=1 ;
60 TO 280

IDOTi=3
IF (XA(NNw1) (GEXA(2%INN) ,AND XA(NN=1) ,GEXA(INN)) GO TO 300

IF (XA(2®"INN) ,GE,XA(INN)) GO TO 299
100T2=t
G0 70 408

IDOTi=2
IF (XA(2NINN®]) GEoXAINN) JANDXA(2%INNmy) ,GE,XACINN)) GO YD 290

IF (XACNN)4GE,XACINN)) GO YO 320
I100QT2=]

GO TO 400
IF (XACINN®1) ,GE,XA(NN) AND,XACINN=1),GE, XA(Z*INNJ) GO 10 27v

IF (XACNN),GE, XAC2%INN)) GO TO 320
1007222
GO TO 400
1007223
6O 10 4o@
AAABXSUML (1) ¢XSUML (2)#XSUML (3)+XSUM] (4)
BBBaXSUM2(1)+XSUM2(2) +XSUMR(3) +XSUM2(4)
IF (YP1@(NN) GT,(XYZ(NN)wAAA)/BBB) GO TO 4889
IF (XACNN) oGE ,XACSAINN) JAND XA CNN) 4GE o XA (2%
1 INN) JAND XA (NN) GE,XACINN)) GO TO 320
IF (XAC3%INN) ,GE XA(NN) ,AND XACS*INN) ,GE ,XAC2*INN) ,AND XA (3%
1 INN) ,GE XACINN)) GO TO 368
IF (XAC(2*INN) ¢GE (XACNN) JAND (XAC2XINN) (GE (XA CSXINN) (AND XA (24
| INN) ,GE,XACINN)) GO TO 378
1D0Tt=d
GO TO 380
IDOTi=Y
IF (XACNN@1) ,GE XA(3I*INN) JAND (XA (NNm1) ,GE ,XA(2%INN) JAND 4 XA (NN=
1 1) (GE,XACINN)Y) GO TO 392
IF (XAC3XINN) GE (XA(NN=1) (AND,XA(S*INN) ,GE XAC2*INN) ,AND XA (5%
1 INN),GE,XACINN)) GO TO 350
IF (XAC2NINN) 4GE XA (NNWL) JAND (XAC2RINN) ¢GE ,XACSHINN) (AND XA (2%
1 INN) (GE,XACINN)) 6O TO 348
1007231
60 TO 4289
1D0T2=2
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3680

370

380

398
400

410

1
1
1

1
1
1

1
1
1

60 TO 420
1D0T2m3
GO T0O 408

I00Ti=3
IF (XA(3AINNe1) ,GE XACNN) (AND (XA(SAINNw1) GEXA(2*INN) AND XA (3n

INN=1) ,GE, XA(INN)) GO TO 350
IF (XA(NN), GE XA(S*INN’!) AND ¢ XA(NN) (GE XA (2w
INN), AND.XA(NN) GE, XA(INN)) GO TO 390
1F (XA(Z*INN) GE.XA(NN) AND XAC2AINN) ¢GE XA (3%INN=1) ,AND, XA(Z*
INN) o GE 4 XACINN)) GO TO 340
GO TO 333

I00Tim2
IF (XAC2#INN®1) ,GE,XACNN) (AND(XA(2#INN®1) ,GE (XA(3®INN) (AND XA (2%

INN=}) ,GE, XA(INN)) GO TO 340

IF (XA(NN).QE.XA(!‘INN) AND XA (NN) qGE(XA(2%INNw
1) 4AND, XA(NN) GE, XA(INN)) G0 10 392

IF (XA(S*INN) GE 4 XA(NNJ AND (XACSAINN) yGE¢XA(2%INNwl) AND XA (3%
INN) ,GE, XA(INN)) GO TO 350

GO T0 330

IF (XACINN® ) ,GE XA(NN) AND XACINN®{) ,GE(XAC(ININN) (AND (XA CINNe
1), GE,XA(2%INN)) GO TO 338

IF (XACNN) sGEoXACININN) JAND XACNN) (GE XA(2w
INN)'A~DQXA(NN).GE.X‘(INN“)) GO T0 39@

IF (XA(B*INNJ,GE.XA(NN).AND.XA(S*INN).GE.XA(Z*INN).AND.XA(B*
INN) (GE,XACINN®1)) GO TO 350

GO TO 340

I100T2=4

NNXBNNw{

XNX®NNX

NZNSNNw}

XINmNZN

INNORTINNACIDOTS)=IINNLICIDOTE) »!

XNNOSINN9

INNBBINNOw

XNNBmINNS

NZCe@

IUPRIINNACIDOTY) =1

ISEEL{mIINNICIDOTY)

DO 412 IsISEEL,I1UP

NZCENZC+d

SUMIBSUMLI+XACI)YAUMANN(INNG,2,NZC)

SUM2nSUM24XACTI) *BMANNCINNG,2,NZC)

SUMSaSUMSeXACI)IAUMANNCINNG, 1,N2C)

SUM6BSUMbEXA(TI)*BMANNCINNB,1,N2C)

CONTINUE

SSUMIBSUMLI A (XNNB/XNX)

SSUM28 UM ( XNNB/XNX)

SSUMSBIUMSH (XNNB/XNX)

SSUMORIUMOE N ( XNNB/XNX)

AXBUXNN/ZXNXI N CAAAwXSUMLCIDOTS))+8SUMS
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BXE(XNN/XNX)2(BBBaX8UM2CIDOTL))+S8SUME
AAABCXNN/ZXNX)IX(AAA=XSUML (IDOT1))+8SSUML
BBBs (XNN/XNX)*(BBBeXSUM2CIDOT1))+SSUM2
IYES=2

IF C(YPLACNZIN) GT,(XYZ(NZN)wAAA)/BBB,AND,NN,GT,52) GO TO 45¢

IF (YPLIOUNZIN) (GT,(XYZ(NZN)=AAA)/BBB,AND NN,LE,58) GO TO 460
NNXaNNe2
XNXBNNX
IF (IDOTi,t@,20UTC) IVESS! —_——————
INNGSTINNGCIDOT2)«IINNL(IDOT2) ¢
XNNOBINNS
INNBEIINN4C(IDOT2)wIINNLCIDOT2)»IYES
XNNB=INNS
IUPSIINNGCIDOT2)w(14IYES)

ISEEISIINNLIC(IDOT2)
NZC=0
DO 420 I=ISEE1,I1UP
NZCaNZC+1
SUMIISUMIHXA(I)AUMANNCINNG,2+IYES,NZC)
SUMLESUMGXACTIINBMANNCINNG,,2¢1YES,NZC)
SUMTeSUMT#XACI)Y®UMANNCINNB,1,NZC)
SUMBBSUMBeXACI)I*BMANNCINNB,1,N2C)

42@ CONTINUE
SSUMIaSUMIx (XNNB/XNX)
SSUM4sSUMYW (XNNB/XNX)
SSUMTSIUMTA (XNNB/XNX)
SSUMBaSUMBN ( XNNB/XNX)

IF (IYES,EQ,1) GO YO 439
AXB(XZN/XNXIXCAXeXSUMLCIDOT2))+8SUMT
BXBCXIN/XNXIn(BXwXSUM2CIDOT2))+88UMB
AAABCXZNZXNXIN(AAAwXSUME(IDOT2))¢SSUMD
BBBR(XZN/XNX)~(BBBuXSUM2(IDOT2))+88UM4

G0 TO 440

430 AXS(XIN/XNX)InN(AXwS8SUMS)+SSUMT
BX®(XZN/XNX)In(BXe83UM6)+3SUMS
AAAZ(XZN/XNXIN(AAA=SSUML ) +3SUM3
BBB=z (X IN/XNX)*(BBBwSSUM2)+3SUMY
440 IF (YPIBOINNX) (GT,(XYZINNX)®AAA)/BBB,AND NN,GT,58) GO TO 458

IF (YPLOCNNX) 36T, (XYZ(NNX)wAAA)/BBB,AND NNLE,5@) GO TO 464
NUMHI=2

60 TO 470

489 CONTINUE
468 CONTINUE
NUMHI=NNe (NNX®NNY)
47¢ AMODE=mAAA
SLOPE=BBSB
MPASS=NNeNUMMI
GO TO 492
482 AMODEmAAA
SLOPEaBBB
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49@ CONTINUE
RETURN
END
SUBROUTINE MAVK (881,882,LO0RS,UU,BB,M1,M2,T,M,N)
IEEVP HARTER ITERATIVE ESTIMATION EXTREME=VALUE PARAMETERS REV MAY
DIMENSION T(130),U(550),B(550),2(130),X(S6),Y(55)
COMMON /AR$6/ SLOPE,AMODE

INPUT
NsSAMPLE SIZE (BEFORE CENSORING),N=100 OR LESS AS DIMENSIONED

S81m0 IF LOCATION PARAMETER U 18 KNOWN
§S81sy IF LOCATION PARAMETER U IS TO BE ESTIMATED
§S5283 IF SCALE PARAMETER B IS KNOWN

S82=4 IF SCALE PARAMETER B IS TO BE ESTIMATED
LORS=® FOR DISTRIBUTION OF SMALLEST VALUES

LORS®y FOR DISTRIBUTION OF LARGESY VALUES
T(I)31=TH ORDER STATISYIC OF SAMPLE (I=1,N)

(SUBSTITUTE BLANK CARDS FOR UNKNOWN CENSORED OBSERVATIONS)
MaNUMBER OF OBSERVATIONS REMAINING AFTER CENSORING
BCLISINITIAL ESTIMATE (OR KNOWN VALUE) OF B
UC1)SINITIAL ESTIMATE (OR KNOWN VALUE) OF U
MIiBNUMBER OF OBSERVATIONS CENSORED FROM BELOW
M2aNUMBER OF OBSERVATIONS CENSORED FROM ABOVE
ouTPUT
N,881,S82,LO0RS,M,U(1),B(1)sM1,M2eaSAME AS FOR INPUT
U(J)BESTIMATE AFTER Jel ITERATIONS (OR KNOWN VALUE) OF U
BCJISESTIMATE AFTER Je=i ITERATIONS (OR KNOWN VALUE) OF B

(MAXIMUM VALUE OF J AS PRESENTLY DIMENSIONED IS 550)
ELBNATURAL LOGARITHM OF LIKELIHOOD FOR U(J),B(J) ‘
REFERENCE ‘
HARTER, H, LEON AND MOORE, ALBERT H,y MAXIMUMe_IKELIHOOD ESTIMAm=

TION, FROM DOUBLY CENSORED SAMPLES, OF THE PARAMETERS OF THE

FIRST ASYMPTOTIC DISTRIBUTION OF EXTREME VALUES, SUBMITTED FOR

PUBLICATION

VIS B L ITIV

B(1)=88

ENBN

Nismied

N2uNeM2

EMsM

EMinMy

EM2mM2

ELNMBA,

DO 18 IsNi,N

EIn}

ELNMBELNMeALOG(EI)
10 CONTINUE

MO=D

IF (M2,NE,8) GO TO 29
M2m1
Momy
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20

32
49

50

60

78
80
98
180
110

120
130

140
150

160
170
180
190
200

219
220

D0 39 I=ai, M2
EIm]
ELNMIELNMeALOG(CET)
CONTINUE
IF (M9,EQ,1) M23@
DO 640 J=2,550
JisJei
X(1)=sUu(JJ)
IF (881) 660,2808,%0
LS=@
DO 250 L=1,55
LPa{ +4
Lisl=}
XCLPYsxX(L)
IF (LORS) 668,602,119
Y(L)2w(ENwEMI=EM2)/B(JJ)
DO 78 IsNi,N2
ZCI)=(TCI)wX(L))/BCIJ)
YCLYSY(L)#EXP(2(1))/B(JJ)
CONTINUE
IF (Mi) 660,590,880
FLREXP(Z(NSIwEXP(Z(NL1)))
Fuest ,=EXP(=EXP(Z(N1)))
YCL)BY(L)SEMIAFL/(B(JJ)*FU)
IF (M2) 660,160,100
Y(L)BY(L)+EM2%EXP(Z(N2))/B(JJ)
GO TO fe@
Y(L)B(EN=EMIwEM2)/B(JJ)
DO 120 I=Nt,N2
ZCIIB(TCI)eX(L))/BCIJ) :
Y(LI2Y(L)wEXP(wZ(I))/B(JJ)
CONTINUE '
IF (My) 660,140,130
Y(LISY(L)=EMI*EXP(wZ(NL1))/B(JJ)
IF (M2) 660,168,150
FLEEXP(wZ(N2)®EXP (=2 (N2)))
FUSEXP(wEXP(=Z(N2)))
YCL)BY(L)SEM2AFL/(B(JJIX(1,~FU))
IF (Y(L)) 170,270,188
LS=| 8wy
IF (LSe+L) 210,198,210
LS S+
IF (LSw=|) 210,200,212
X(LP)sX(L)»,B01%ABS(X (L))
60 T0 250
X(LP)aX(L)+,01%ABS(X (L))
GO TO 259
IF (YC(LI*XY(LL)) 230,278,220
Lisllwl]
G0 T0 210
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230

240
250

260
270

280
290

300

310

320
330
340
350
360

370
380

390
uee

aie
420
430
440
450

XCLPYaX (L)Y (LOX(X(L)eX(LL))/ZCY(LL)eY (L))
IF (ABS(XC(LP))wl , Emd) 264,260,240
IF (ABS(X(LP)eX(L))wi ,E=4) 278,270,250
CONTINUE
GO TO 278
U(1)=el (1)
60 TO 40
UCdIsx(LP)
GO TO 290
ueJisu(JJ)
B(J)=B(JJ)
IF (882) 660,520,300
L.Ssg
X(1)=8(J)
DO 580 Ls=1,55
Lisi=g
LPsL+}
XCLPY)sX(L)
IF (LORS) 662,318,368
Y(L)Se(ENwEMiwEM2) /X (L)
DO 320 I=Ni,N2
Z(I)=(TC1)=UCI))/ZX(L)
YCLISYCL)=ZCI)/XCLYSZCIIREXPC2CTI))/XCL)
CONTINUE
IF (M}) 660,340,330
FLBEXP(Z(N1)=EXP(Z(N1)))
FUmy ,«EXP(eEXP(Z(N1)))
YCL)SY(L)wEMIRZ(NIIWFL/(XC(L)*FUY)
IF (M2) 660,410,3%0
Y(L)aY(LJ#EMa#Z(NziaEXP(Z(Na))/X(L)
G0 TO 4190
Y(L)U-CEN-EM1-EM2)IX(LJ
DO 370 IsNi,N2
ZCI)=(T(IIwUCJII/ZX(L)
YCLIBY(L)*ZCTI)/XCLIWZC(I)*EXP (2 (1)) /X (L)
CONTINUE
IF (M1) 660,390,388
Y(L)BY(L)@EMIAZ(NLIEXP(wZ(NI))/X(L)
IF (M2) 660,430,400
FLBEXP(wZ(N2)2EXP(w2(N2)))
FUREXP (wEXP(wZ(N2)))
YCL)SYC(LICEMRAZ(N2IwFL/(X(LIn(1,=FU))
IF (Y(L)) 420,510,430
LSm| Swi
IF (L8+L) 460,&66,46@
L= 8¢}
IF (L8wml.) 460,450,400
X(LP)m ,99nX (L)
GD TO 499
X(LP)= 08 %X(L)
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sBelsNel

460
47e

489
4990
500
5190
520
53¢

5492
558

S60
5780

580

599

602
610
620

630
640
650

660

. G0 TO 4990

IF (YCLI~Y(LL)) 480,518,470
LL=llel

GO T0 460
XC(LPYaX(L)+Y (L)% (X(L)eX(LL))/(Y(LL)=Y (L))

IF (ABS(X(LP)mX(L))»}l,Eed4) 510,510,500
CONTINUE
B(J)sX(LP)

IF (LORS) 666,539,580
ELZELNMe (ENwEMIeEM2)XALOG(BC(J))

DO S49 I=Ni,N2
Z(1)=s(TC(I)sUCJ))/BCJ)
EL2EL+Z(I)=EXP(Z(I))
CONTINUE

IF (M1) 660,560,550
FUsl  eEXP(=EXP(Z(N1)))

ELSEL+EMI®ALOG(FU)

IF (M2) 660,650,572
ELIEL=EM2HEXP(Z(N2))

GO TO 658 _

ELSELNMw (ENwEM1=EM2)XALOG(B(J))
DO 590 I=Ni,N2
ZCI)=(T(I)=U(J))/B(J)
ELBELwZ(I)=EXP(»Z(]1))

CONTINUE

IF (M1) 668,610,608
ELSELwEMLIAEXP(wZ{(NL))

IF (M2) 660,650,620
FUSEXP(eEXP(e2(N2)))
ELSEL*EM2XALOG(L ,wFU)

IF (ABS(U(J)=U(JJ))=i E=d) 630,630,640

IF (ABS(B(J)wB(JJ))wi ,End) 658,650,640
CONTINUE
AMODE=U(J)

SLOPEaB(J)

RETURN

END

SUBROUTINE CHWOOSE (Q,N,ICHOSE)

SUBROUTINE TO DETERMINE EXTREME,MAXIMUM,
UPPER DECILE,AND MEDIAN FLOWS

DIMENSION Q(138),PLOTP(2,130),aXL(3,4),PLT(3)

COMMON /AR4/ PLT,PLOTP,IPP
COMMON /AR13/ QXL

ANEN

LEC(AN/2,)+0,5

052=Q (L)

OXLCICHOSE,4)=Q50
PLY(3)=PLOTP(IPP,L)
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30
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50

60

70
-1

Le(AN/18,)¢,5

QXL (ICHOSE,3)=Q(L)
PLTY(2)SPLOTP(IPP,L)
61=6(1)

QXL (ICHOSE,2)=Q}
PLT(1)=PLOTP(IPP,1)
QEXTRQi#8QRT(Q1/Q50)
OXL(ICHOSE,1)=QEXT
RETURN

END

SUBROUTINE BIGGER (A,0BS8,IBELL)

DETERMINES OBSERVED FREG (0BS) BY COUNTING
NUMBER OF VALUES GREATER THAT A,

DIMENSION QODD(1308),QEVEN(6S)
COMMON /ARS/ QODD,NODD,QGEVEN,NEVEN
NUMBIGm@
GO TO (10,20,20,208,58), 1IBELL
CONTINUE
RETURN
DO 49 Jmi,NODD
TEMP=QODD(J)=A
IF (TEMP) 48,40,30
NUMBIGaNUMBIG*!
CONTINVE
ANaNODD
GO T0 8¢
DO 70 Jmi,NEVEN
TEMPRQEVEN(J)=A
IF (TEMP) 78,780,680
NUMBIGENUMBIG#*}
CONTINUE
ANSNEVEN
CONTINUE
TEMPRNUMBIG
OBS=TEMP/AN
RETURN
END '
SUBROUTINE ORDER (N,Q)

SUBROUTINE FOR RANKING OF ARRAY Q 1IN
DESCENDING ORDER

DIMENSION Q(130)
NAmMNe |

DO 20 Jmi,NA

M=J

MARJ+%

DO 10 IsMA,N
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IF (Q(1),GT,Q(M)) M=I
CONTINUE

TEMP=Q(J)

Q(J)=Q(M)

Q(M)aTEMP

CONTINUE

RETURN

END

SUBROUTINE POSIT (N)

COMPUTATION OF PLOTTING POSITIONS

DIMENSION PLT(3),PLOTP(2,130)
COMMON /AR4/ PLT,PLOTP,IPP
ANSN

DENZAN+1,0

DEN2=AN+D,4

DO 18 Izy,N

TEMP=]

PLOTP(1,I)=STEMP/DEN
PLOTP(2,1)=(TEMP=0,3)/DEN2
CONTINUE

RETURN

END

SUBROUTINE INVERSE (Q,PROB,IFORM)

GIVEN DISTRIBUTION PARAMETERS FROM MAIN
PROGRAM, THIS SUBROUTINE COMPUYES PROB, OF
EXCEEDANCE (PROB) OF FLOOD OF MAGNITUDE @,

COMMON /AR2/ ALPHA,BETA
COMMON /ZAR3/ GAMMA
COMMON /ARB/ AMU,SIGMA,AK
COMMON /AR15/ AMX,S8,6
COMMON /AR16/ SLOPE,AMODE
COMMON /ARYT7/ AMQ
G0 10 (1@.1@'33043!5@06@,10730c7ﬂ)1 IFORM

CONTINVE

AK=(ALOGIR(Q)=AMX) /S
IF (IFORM'anloAND'G.EQ'EQ) Y=AK

IF (IFORM,EQ,1,AND.G,EQ.@,) GO TO 20
IF (IFORM,EG,2) YmAK

IF (IFORM,EQ,2) GO TO 20
IF (IFORM EQ.7 AND,G,EQ,@,) YsAK

IF (IFORM,EQ,7,AND,G,EQ,8,) GO TO 290
THIRDO=1,/3,
TEMP=(AK*G#2,)/2,
TMP=(ABS(TEMP) ) *~THIRDA(TEMP/ABS(TEMP))
Y2((6,/G)*(TMP=m1,))+G/6,

LOG NORMAL AND LOG PEARSON III
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30

40

90

60

70

80

[a R o) OO0

90

CONTINUVE

CALL MDNOR (Y,PROB)
G0 T0 8@

CONTINUE

X=s(QewAMODE) /SLOPE
PROBSEXP (nEXP(wX))

GO TO 8@
CONTINUE

GUMBEL (MLE AND BLIE)

LOG GUMBEL (MLE)
TEMP=3AL0G18(Q)
Xs(TEMP=AMODE) /SLOPE
PROBSEXP (=EXP(wX))
G0 TO 80
CONTINUE

YaQ/(AMQwBETA)

CALL MDGAM (Y,ALPHA,PROB,1ER)
IF (IER.NE.G) PRINY 90, lER,Y,ALPHA,PROB,BETA,AMQ,D
GO TO 8@ '

CONTINUE

TEMPEQ/AMA

Y (TEMP«GAMMA) /BETA

CALL MDGAM (Y ,ALPHA,PROB,IER)
IF (IER4NE,@) PRINT 99, IER,Y,ALPHA,PROB,BETA,AMQ,Q,GAMMA
GO T0 8@

CONTINUE

TEMPBQ/AMG

Y2 (ALOG((TEMPwAK) /AMU))/SIGMA
CALL MONOR (Y,PROB)

CONTINUE

PROB={ ,»PROB

RETURN

gORMAT (SXo24s2X,T(F12,5,1X))
ND

FUNCTION F (X)

2 PARAMETER GAMMA

3 PARAMETER GAMMA

3 PARAMETER (L 0G NORMAL

CALCULATION OF LOCATION PARAMETER OF THE
LOWER BOUNDARY FOR GAMMA 3, REFERENCE==-

MARKOVIC, PG,9,

DIMENSION Q(138)

BY THE ARITHMETIC MEAN

COMMON /ARL1/ Q4N
COMMON /AR2/ ALPHA,BETA

ANEN ’
SUmM=a,
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10

20

SUMINV=D,

DIFFEl BmX

DO 10 I=3],N

TEMP=2Q(I)

SUMsSUM+ALOG(TEMPwX)

SUMINVESUMINV+(1l ./ (TEMP=X]})

CONTINUE

TEMP=SQART (1 44 ((d4o/3,)%(ALOG(DIFF)=»(SUM/AN))))

FE(lq*TEMP)o ((1,¢+TEMP)w (4% (ALOG(DIFF)»(SUM/AN))))A(DIFFx(SUMINV/

AN))

ALPHAR (1 +TEMP)/ (4 *x(ALOG(DIFF)=» (SUM/AN)))

ALPHARALPHA»CORRECT (ALPHA)

BETASDIFF/ALPHA

RETURN

END

FUNCTION H (X)
CALCULATION OF LOCATION PARAMETER OF THE
LOWER BOUNDARY FOR LOG NORMAL 3, REFERENCE
=» MARKOVIC,

DIMENSION Q(130)

COMMON ZARL/ Q@,N

COMMON /ARB/ AMU,SIGMA,AK

ANEN

SUMDIFF=0,

SUMLOG=0,

SUMLOG2=2,

DO 10 I=i,N

DIFFsQ(I)=X

SUMDIFFaSUMDIFF+DIFF

TEMP=ALOG(DIFF)

SUMLOGESUMLOG*TEMP

SUMLOG2=SUMLOG2+ (TEMPXTEMP)

CONTINUE

He (SUMDIFFa((SUMLOG2/AN) = ((SUMLOG/AN)%x%x2)=(SUMLOG/AN))) +(SUMLDG/
SUMDIFF)

AMUSEXP(SUMDIFF/AN)

SUM=@,

DO 28 I=i,N

SUM:SUM*((ALOG(Q(I)-X)'(SUMDIFF/AN))**2)

CONTINUE

SIGMA=SART (SUM/AN)

RETURN

END

FUNCTION CORRECT (ALPHA)

CORRECTION FACTOR FOR COMPUTATION OF MLE
OF THE SHAPE PARAMETERS OF GAMMA FUNCTIONS
WITH 2 AND 3 PARAMETERS, CORRECTION IS
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o000

10

20
30

18
20

30

NECESSARY DUE YO ERROR IN ALPHA RESULTING
FROM USING ONLY ONE TERM IN NORLUNDZS
EXPANSION, REFERENCE == MARKOVIC, PG, 9,

DIMENSION ALFA(18),DELTA(18)
DATA ALFA/;Z'.3'.“';5106'.70.80.9'1.501|1'1.201.301.501.701.902150
DATA DELTA/,034,,029,,025,,021,,017,,0814,,012,,011,,009, ,008,,007,
1 006, ,005,,004, ,003,,002,,001,,9/
IF (ALPHA,LT,5,6) GO TO 1@
CORRECT=0,0
RETURN
CONTINUE |
IF (ALPHA,LT,.42) GO YO 30
DO 20 1=2,18
IF (ALPHA,GE,ALFA(I)) GO YO 20
TMPBALFA(Iwl)
TEMPRDELTA(Iwl)

- CORRECTSTEMPe (CALPHA=TMP)*((TEMP~DELTAC(I))/(TOP=«TMP)))

RETURN

CONTINUE

CONTINUE
CORRECTE(,B5%(,3wALPHA))+,029
RETURN

END
SUBROUTINE PLOG (NVAR,NVAL,GNTY,P,ISCLE)

- PLOT ROUTINE FOR L0G SCALE

DIMENSION NVALC2),GONTY(2,130),P(2,130),IS8CL(3),NLIN(3),8YMBL(1060),
i PRB(100)
DOUBLE PRECISION CNST
DATA STARGZERO/1Hw, 1HX/
DETERMINE RANGE OF MAGNITUDE TO BE PLOTTED

PRINT 590
QMAX=0,
GMINZ999999,
DO 20 J=mi,NVAR
NQENVAL (J)
DO 10 I=i,NQ
IF (GNTY(J,I),LT,GMIN) QMINBQNTY(J,I1)
IF C(ONTY(J,1),6T,GMAX) QOMAX=QGNTY(J,1)
CONTINUE
CONTINUE

IF (GMAX,GT,1,) GO T0 30
PRINT 160
RETURN
CONTINUE
IF (QMIN LT, GMAX* 2001) QMINaQMAX®, 0001
IFCTR=mY
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49

50

60

70

8o

IF (QMINGT,1,) GO TO 40
TMP=5030048,/QMAX
TEMPaEYL ,/QMIN
ITP=ALOGIA(TMP)
ITMP=ALOGIO(TEMP)
IF (TEMP,GT,1,) ITMPEITMP+1
IF (ITMPGT,ITP) ITMP=]ITP
IFCTRai@x2«TTMP
PRINY 170, IFCTR
SET UPPER LIMIT OF GRID
CONTINUE
ITPaALOGIB(QAMAX)
TMPSQMAX/ 30 ,#n]ITP
I1TMP=10
IF (TMP,LE,5,) 1TMPeS
IF (TMP.LE.2,) ITMP=2
IF (ITMPe5) 70,60,50
CONTINUE
Jzi
GO TO 8@
CONTINUE
J=2
GO TO 8@
CONTINUE
J=3
CONTINUE
ITMPRITMP A1 @2xxITPRIFCTR
ISCALSITMP
GAMX=ITMP
TEMPaIFCTR
AMXSQMX/TEMP
SET LOWER LIMIT OF GRID
TEMP2ALOGIR(OMIN)
IPRTEMP
IF (TEMP.LTQQ.) IPaIPw}
TMPEAMIN/ 1@ **]P
ITEMP=]
IF (TMP,GT,2,) ITEMP=Z2
IF (TMP,GT,5,) ITEMPsS
TEMP=ITEMP
TMPeIFCTR
TEMPBTEMPA1@,x*xIP¢ 000001
ITEMPaYEMP*TMP
ESTABLISH SCALE AND SPACING
TMP=1TMP/ITEMP
CNST=18,4%x(w,25)
QGMN=GMX/SQART(CNST)
LINESSALOGIB(TMP)I 20, ,+1,1
IF C(LINE3,LT,21) LINES=2{
ISCL{1)=19
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90

jeo

110

120

130

149
158
160

I18CL(2)s8
I1SCL(3)=2
NLIN(L)®mé
NLIN(2)=8
NLIN(3)=6
Msi
Naf
Km@
DO 130 I=i,LINES
IF (I NE.1) ISCALm=t
QMNBQOMNACNST
KeKe
IF (K LEJNLINCJ)) GO TO 90
Kmi
JeJ+l
IF (J,6T,3) J=}
IF (ISCLC(J)EQe10) ITPSITP={
TMP=ITP
TEMPSIFCTR
TPuISCL(J)
ISCALZTPA1Q *aTMPHTEMP+,S
IF (1SCAL,GE,1020000) ISCAlL=me2
ESTABLISH POINTS TO PLOT ON LINE I
CONTINUE
NPNT=O
CONTINUE
IF (M ,GT NVAL(1)) GO TO 110
IF (GNTY(L1,M) LE,GMN AND, I, LT,LINES) GO TO 110
NPNTaNPNT+1
PRB(NPNT)mP(1,M)
SYMBL(NPNTI®STAR
MEMe
GO TO a0
CONTINUE
IF (N GT NVAL(2)) 60 TO 1202
IF (GANTYC2,N)LE,GMN,AND,I,LT,LINES) GO TO 120
NPNTBNPNT+}
PRBINPNT)=P(2,N)
SYMBL (NPNT)=®ZERO
NN+
G0 TO 119

CONTINUVE
IF (ISCLE.EQ,1) CALL PNORM (I,LINES,NPNT,PRB,SYMBL,ISCAL)

IF (ISCLE,EQ,2) CALL LOGLG (I,LINES,NPNT,PRB,SYMBL,ISCAL)
CONTINUE

PRINT 140

RETURN

FORMAT (/4/¢/)

FORMAT (1HQ)

FORMAT (17HOVALUES TO0O0 SMALL)
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OO0

170 FORMAY (25HBQUANTITIES MULTIPLIED BY I6/)

19
22

3@

END
SUBROUTINE ARITH (NVAR,NVAL,QNTY,P,ISCLE)

PLOT ROUTINE FOR ARITHMETIC SCALE

DIMENSION NVAL(2),@NTY(2,130),P(2,1308),SYMBL(1088),PRB(181)
DATA STAR,ZERO/iHwu, {HX/ ‘
DETERMINE RANGE OF MAGNITUDE T0 BE PLOTTED
PRINT 108
QMAX=0,
GMIN2999999,
DO 20 J=s1,NVAR
NQ@aNVAL (J)
DO 10 I=1,NG
IF (ANTY(J,I),LT.GMIN) GMINSANTY(J,I)
IF (ANTY(J,1),GT,QGMAX) QMAX®ANTY(J,I)
CONTINUE
CONTINUE
IF (QMAX,GT41,) GO TO 38
PRINT {10
RETURN
CONTINUE
LINES=®SH
NLINsS10
TMPEALOGIB(AMAX)
IsTMP
IF (TMP,(T.8,) Izlei
TMPaGAMAX/ 1@ wnl
NTRVL=2
IF (TMP,GT,2) NTRVL=4
IF (TMP,GT 4) NTRVL=ES
IF (TMP,6T,5) NTRVL=10
TMPaNTRVL
AMXBTMPHLB  an]
DLTGSOMX* B2
GMNBOMX¢DLTA® 5
M=l
N=1
Km@
ISCALBQAMX+,5
I1SC=ISCAL
ITMPERMX* 24,5
DO 89 Is=§,LINES
IF (I NE,1) ISCALBe]
AMNEQMN=DL TG
KeK+1
IF (K LEJNLIN) GO TO 49
Ksq
I8C=ISCeITMP
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40

5@

60

14

-1

90
100
110

aOOon

10

18CAL=18C
CONTINUE
IF (1SCAL,GE,1000000) ISCALse2
ESTABLISH POINTS TO PLOT ON LINE I

NPNT=@
CONTINUE

IF (M,GT,NVAL(1)) GO TO 60

IF CONTY(31oM) JLE,QMN AND,I LT LINES) GO TO 68
NPNTSNRANT#{
PRB(NPNT)=P(§,M)
SYMBLINPNT)aSTAR
MEM$ |

G0 TO S0
CONTINUE

IF (N,GT,NVAL(2)) GO TO 70

IF CONTY(2,N)LE,GMN AND, I, LT LINES) GO TO 78
NPNTaNPNTe}
PRB(NPNT)IBP(2,N)
SYMBL (NPNT)®=ZERO
NSN#+}

GO TO e@

CONTINVE
IF (ISCLE.EQ,1) CALL PNORM (I,LINES,NPNT,PRB,SYMBL,ISCAL)

IF (ISCLE,EQR,2) CALL LOGLG (I,LINES,NPNT,PRB,SYMBL,ISCAL)

CONTINUE

PRINT 99

RETURN

FORMAT (/y/47)

FORMAT (1HMQ)

FORMAT (17HBVALUES TOO SMALL)

END
SUBROUTINE PNORM (I,N,NPNT,PRB,SYMBL,I8CAL)

PLOT ROUTINE FOR NORMAL PROBABILITY SCALE

DIMENSION GRID(132),PLOT(132),PROB(11),PLT(11),PRB(190),8YMBL(148)

DATA BLANK,PER,DASH/IH ,iHes1Hm/
IF (I,GT,1) GO Y0 29

DO 18 J=m8,132

GRID(J)=BLANK

CONTINUE

GRID(8)=PER

GRID(15)=PER

GRID(23)=PER

GRID(32)=PER

GRIDC(44)=PER

GRID(60)=PER

GRID(72)=PER

GRID(AD)RPER

GRID(96)®PER
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GRID (188)=PER
GRID(117)=PER
GRID(125)mPER
GRID(132)=PER

20  CONTINUE

| IF (ISCAL+1) 58,308,50

30 CONTINUE
DO 4D Jm8,132
PLOTC(J)=GRID(J)

42  CONTINUE

GO 70 70

58  CONTINUE
DO 62 Jm8,132
PLOT(J)=DASH

6@ CONTINUE

78  CONTINUE

IF (NPNT,LE.2) GO TO 9@

DO 82 K=i,NPNY
Pe{wPRB(K)
CALL MDNRIS (P,X,IER)
METB,S+X%20,
IF (M,LT,8) M=8
IF (M,GT,132) Mmi32
PLOT (M) =8YMBL (K)

80 CONTINUE

9@ CONTINUE
IF (13CAL,GE,D) PRINT 100, ISCAL,(PLOT(J),Jd=8,132)

IF (ISCAL,LT,8) PRINT 114, (PLOT(J),J=8,132)
IF (I1,EQ.N) PRINT 128
RETURN

100 FORMAT (1XI6,123A1)

OO0

110 FORMAT (7Xxi25A1)
120 FORMAT (6X4M99,9 3IX4H99,7 SX2H99 TX2HIT 1BX2H9@ 14X2HTB BX2HSO

1 TX2H30 14X2H10 11XI1H3 8X1HL 6X2H,3 SX2H,1/50X39HEXCEEDENCE FREQU
2ENCY PER HUNDRED EVENTS)

END
SUBROUTINE LOGLG (XI,N,NPNT,PRB,SYMBL,ISCAL)

PLOT ROUTINE FOR LOG#LOG SCALE (EXTREME=
VALUE PROBABILITY SCALE FOR GUMBLE)

DIMENSION GRID(132),PLOT(132),PRB(100),SYMBL(100)
DATA BLANK PER,DASH/IH ,iH,,1Hm/
IF (1,G6T744) GO TO 20
00 1@ J=8,132
GRID(J)=BLANK
10 CONTINUE
' GRID(13)=PER
GRID(18)=PER
GRID(27)sSPER
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GRID(35)=PER
GRID(43)=PER
GRID(S1)=PER
GRID(67)=PER
GRID(83)=PER
GRID(98)=PER
GRID(114)=aPER
GRID(128)aPER
20 CONTINUE
IP (I8CAL+1) 50,30,50
30 CONTINUE
DO 40 Jm8,132
PLOT(J)=GRID(J)
49 CONTINUE
G0 T0 70
50 CONTINUE
DO 69 J=mB,132
PLOT(J)=DASH
60 CONTINUE
70 CONTINVE
IF (NPNT,LEL,Q) GO TO 90
DO 80 Kmi,NPNT
TMP=AL0G18(1,»PRB(K))
TMPBALOGIA(wTMP)
Mu27 ,SeTMP*30,
IF (MQLTCB’ Mu8
IF (M,GT4132) M=i32
PLOT(M)=SYMBL (K)
80 CONTINUE

92  CONTINUE
' IF (ISCAL,GE,Q) PRINT 108, ISCAL,(PLOT(J),J®8,132)

IF (I18CAL,LT,0) PRINT 110, (PLOT(J),J=8,132)
IF (I.EQ,N) PRINT 120
RETURN
109 FORMAT (i1XxI6,125A1)
110 FORMAT (7X125A1)
128 FORMAT (10X4H99,9 3X2H99 6X2H9O 6X2HT7E 6X2HSO TX2M3Q 13X2H1O
1 1SX{H3 14XIN] 14X2H.3 §12X2H,1 /SOX39HEXCEEDENCE FREQUENCY PER HUN
2DRED EVENTS)
END
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APPENDIX C

COMPUTER PROGRAM VERIFY

COrigin of program.
This program was written by Leo R. Beard, Technical Director of

the Center for Research in Water Resources, The University of Texas at
Austin, under the guidance of the Work Group on Flood Flow Frequencies,
Hydrology Committee of the Water Resources Council.

Purpose of the program.
This program is designed to accept split-record output data from the

program FREQNCY, and to compute accuracy and consistency criteria for
evaluating a number of flood flow frequency techniques.

Methods .
Verification analysis is made in two steps. The first step uses

data from program FREQNCY only for the first outlier technique and the

first zero-flow technique and is for the purpose of establishing an average
expected-probability adjustment coefficient for each basic method used.
This adjustment accounts for the difference in average frequencies in the
true populations at a large number of stations and the average frequencies
computed from sample data for those populations using unique best estimates
of the function parameters in each case. This adjustment has been developed
theoretically for the Gaussian Normal distribution and was reported on by
Leo R. Beard in "Probability Estimates Based on Small Normal Distribution
Samples," Journal of Geophysical Research, Volume 65, Number 7, July
1960. In this program, expected probability for the normal distribution is
computed by the following equation:

= n+l
X X+ tn_l‘/ — S (1)

in which
X = magnitude having exceedence probability equal
to that of Student's t
t = Student's t
n = Number of events in the sample
X = Mean of sample values
S = Standard deviation estimated from sample values

The normal probability estimate for the Gaussian distribution is:

X = X + k§ (2)



in which X is a magnitude having exceedence probability equal to that of

a normally distributed k value. For the same value of X, values of exceedence
probabilities of computed k and t quantities are computed. For sample
sizes of 5, 10 and half-record length, flows are computed for probabilities
of .5, .1, .01 and .001, and observed exceedence frequencies of these
magnitudes in the remainder of the record are compared with the
frequencies computed in accordance with the above equations. For each
magnitude, the difference between observed probability and the probability
of k is divided by the difference between the probability of t and the
probability of k, and the average ratio for each sample size and method is
established for the aggregate of all stations. These average ratios are to
be used to develop expected-probability adjustment criteria for each

frequency technique.

The second step uses output data from program FREQNCY for all
outliers and zero-flow techniques in turn and makes the verfication
analysis for establishing the relative accuracy and consistency of the
various flood flow frequency techniques. Relative accuracy is measured by
the root mean square difference between 1.0 and the ratio of the expected
plotting position of the largest, decile and median events in one half of
the record to the computed expected probabilities for each of those magnitudes
in turn using data in the other half of the record. If any ratio exceeds 1.0, its
reciprocal is used. The expected-probability is estimated by use of the
following equation:

P = Pk + C (Pt - Pk)
in which
Pt = Expected exceedence probability for a Gaussian
distribution
Pk = Normal computed exceedence probability for a
Gaussian distribution
C = Coefficient (FCTR) derived in step 1 for the

particular distribution being employed

Relative consistency is measured as the root-mean-square difference
between 1.0 and the ratio of the smaller to the larger computed frequency
(not adjusted for expected probability) from data for the two halves of each
record for magnitudes of the median, upper decile, maximum and extreme
full-record values. The extreme value is defined as the maximum value
multiplied by the square root of the ratio of the maximum value to the median

value.



Input.

Control of the program operation is by one card for each type of
operation and method. Variables are right-justified in 8-column fields as
follows:

Cols 1-8 IOPER--Type of operation, 1 for expected-
probability calibration and 2 for verification
analysis

Cols 9-16 METHOD--Method of curve fitting (see
Definitions)

Cols 17-24 FCTR--Multiplier of expected-probability
adjustment (derived from earlier pass when
IOPER = 1 and used only when IOPER = 2)

a blank card will cause the computer run to end.

All other input is in binary mode from tape 10, which is the output
tape for program FREQNCY. If the specified method identification number
on an input card is not contained on tape 10, program VERIFY will abort.

Qutput.

The output for step 1 (IOPER) = 1) for a specified method consists of
average computed frequencies (adjusted for expected probability) for all
record halves, average relative exceedence frequencies for the other half
in each case, and the ratio of these two averages for magnitudes corresponding
to the extreme, maximum, upper decile and median magnitudes for the full
record in each case. From these ratios, a value of FCTR for step 2 can be
selected, giving substantial weight to the ratio corresponding to the maximum

flow.

The output for step 2 (IOPER = 2) for each method in turn consists
of accuracy and consistency data (as described in the section on Methods)
for all half records for each outlier and zero-flow technique in turn for
magnitudes corresponding to the maximum, upper decile and median events
in the other record half in each case. For those half-records having outliers,
a separate summary is made for all 4 outlier techniques used in program
FREQNCY, and for those half-records having zero flows, a separate summary
is made for the two zero-flow techniques used in program FREQNCY. For
those half-records having both zero flows and outliers, a separate summary
is made for all 8 combination s of zero-flow and outlier techniques.



ACYA(D)

ACYB(I)
ANYR
CSTY(D

FA

FAA
FAB

FAGC
FB

FBA
FBB

Definitions of Variables
Program VERIFY

Array of probabilities computed from half record for full

record flows as follows:

Zero-flow Qutlier Full-record flows
technique technique Maximum Decile Median

A A 1 2 3

A B 4 5 6

A C 7 8 9

A D 10 11 12

B A 13 14 15

B B 16 17 18

B C 19 20 21

B D 22 23 24

Same as ACYA for other half of record

Average number of years per record

Ratios of smaller to larger computed probabilities for the

2 record halves arranged similar to ACYA, except that a
column of extreme values precedes the column of maximum
values, thus making a total of 32 items in the array.
Observed relative exceedence frequency in other half of
record for flow corresponding to computed probability of

.001 in one half of the record.

Same as FA with record halves reversed

Observed relative exceedence frequency in remainder of record
for flow corresponding to computed probability of .001 in S-year
sample

Same as FAB for 10-year sample

Same as FA for computed probability of .01

Same as FB with record halves reversed

Same as FAB for .01 probability
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FBC
FC

FCA
FCB
FCC

FDB
FDC
TEMP
13)

IM
IMTHD
IOPER

IST(D)
ISTA
ITMP

ITP

X

J

L

M
METHOD

Same as FBB for 10-year sample

Same as FA for computed probability of .1
Same as FC with record halves reversed
Same as FAB for .1 probability

Same as FCB for 10-year sample

Same as FA for computed probability of .5
Same as FD with record halves reversed
Same as FAB for .5 probability

Same as FDB for 10-year sample
Temporary variable

Temporary index

Method iteration number in run

Method iteration number on tape

Indicator for type of run (1 for expected-probability
calibration and 2 for verification analysis)
Station identification number in read sequence
Station identification number

Temporary index

Temporary index

Subscript for zero-flow and outlier technique
Temporary index

Temporary index

Temporary index

Method identification number

1 for Log Pearson III

2 for ILog Normal

3 for Gumbel

4 for Log Gumbel

5 for 2-parameter Gamma

6 for 3-parameter Gamma

7 for Log Pearson with regional skew

8 for Gumbel with best linear invariant fit
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NIT

NITA
NITB
NMTHD
NPILA(I)

NSTA
NYR
PPA(I)

PPL
PPM
PPX

RB
RC
RD
SCSTY(L,])

Number of years of record used

Total number of zero-flow and outlier technique combinations
employed in both halves of record

Same as NIT for one half of record

Same as NITA for other half of record

Number of methods for which values are on tape 10

Number of half records fbr which verification results were
obtained subscripted as follows:

1-All record halves

2,3,4,9-All record halves with outliers

5,10-All record halves with zero flows

6,7,8,11-All record halves \/;rith zero flows and outliers
Total number of stations in run

Total number of years in all records for run

Plotting positions for maximum, decile and median events

in half record

Plotting position for largest event in half record

Plotting position for median event in half record

Plotting position for upper decile event in half record

Ratio of observed relative exceedence frequencies in one
half to computed expected-probability for extreme flow magnitude
in other half of record (magnitude equal to maximum multiplied
by square root of ratio of maximum to median)

Same as RA for maximum flow

Same as RA for upper-decile flow

Same as RA for median flow

Average root-mean-square error of ratio of smaller to larger
computed exceedence probabilities in 2 halves of record.
The I subscript corresponds to identification for NPLA and the
] subscript corresponds to full-record flow magnitudes as

follows:



SFA
SFAB
SFAC
SFB
SFBB
SFBC
SFC
SFCB
SFCC
SFD
SFDB
SFDC
SPLA(I,])

SPPL
SPPM
SPPX
TEMP
TMP
TSFA

1-Extreme flow

2-Maximum flow

3-Upper-decile flow

4-Median flow

Summation of FA

Summation of FAB

Summation of FAC

Summation of FB

Summation of FBB

Summation of FBC

Summation of FC

Summation of FCB

Summation of FCC

Summation of FD

Summation of FDB

Summation of FDC

Average root-mean-square difference between computed
expected probability from one half of record and expected
plotting position for flow in other half of record, with I
subscript corresponding to the subscript of NPIA and |
subscript corresponding to:

1-Maximum flow

2-Upper decile flow

3-Median flow

Summation and average of PPL

Summation and average of PPM

Summation and average of PPX

Temporary variable

Temporary variable

Expected probability corresponding to computed probability of

.001 for samples from a normal distribution



TSFB

TSFC

TSFD

i

Expected probability corresponding to computed probability
of .01 for samples from a normal distribution

Expected probability corresponding to computed probability
of .1 for samples from a normal distribution

Expected probability corresponding to computed probability
of .5 for samples from a normal distﬁbution

Temporary variable



2o
14

4@

50

64

7@

PROGRAM VERIFY(INPUT,OUTPUT, TAPES=INPUT,TAPE6=0UTPUT,TAPELQ,PUNCH)
DIMENSION IST(306),ACYA(24),ACYB(24),C8TY(64),5PLA(18,3),NPLA(LA),
i PPA(3),SC8TY(10,4),MTHD(10),vAR(13},8,308),1VAR(5,8,308),

2 NPLB(1@),SCSTD(10,4),8PLD(10,3),C8TYD(32),C8TYR(32),

3 SMX (4),SMXX(4),8UMAACH),SUMA(Y)
SUMA(KX)=0,
SUMAA(K)=q,
NIP=D
NX=0
IM=¢
WRITE (6,770)
REWIND 10
Nlv=@
Div=w,
READ (1@) NMTHD,NSTAJ(MTHD(KJ,K:‘;NMTHD)
WRITE (6,20) NMTHD,NSTA, (MTHD(K) ,K=1,NMTHD)
FORMAT (/% NMTHDEXI2,3IXANSTA=2]I3,3X«METHODS%x1014)
CONTINUE
READ (9,610) IQPER,METHOD,FCTR
IF (10PER,LE,.@) STOQP
WRITE (6,408) IOPER,METHOD,FCTR
FORMATY (x IOPEREZEXI2,IXAMETHOD=Zx]I2,3XAFCTREXF6,3)
DO 5@ K=1,NMTHD
IMTHD=K
IF (METHOD,EQ,MTHD(K)) GO TO 68
CONTINUE
WRITE (6,780)
SToP
CONTINUE
IMzIM+]
INITIATE SUMS
NYR=D
IF (I0PER,EQ,2) GO TO 70
SFA=2,
SFAB=2,
SFAC=a,
SFRB=d,
SFuB=g,
SFeC=0a,
SFC=9,
SFCR=q,
SFCC=a,
SFD=0,
SFDB=9,
SFDC=a,
GO T0 1o
CONTINUE
SPPM=a,
SPPL=0,
SPPX=4,



PO 80 I=4,4
SMX(1)=8,

aa CONTINUE
DO 193 I=i,1@
DD 99 K=1,3
SPLD(1,K)=8,
SPLA([,X)=0,

99 CONT InNUE
po 149 K:l‘a
SCSTO(I,K)=0,
5CSTY(1I,K)=0,
NPLA(1)=0

12¢ CONTINUE

112 CONTINUE |
00 384 JI=1,NSTA

READ DATA FOR SPECIFIED METHOD
IF (IM GT,1) 60 70 130

DO 120 J=1,NMTHD _
READ (18) (IVAR(I,J,JI),I=1,5),(VAR(I,J,J1),I=1,131)

12¢  CONTINUE
NXZNX+IVAR(2,IMTHD,JI)

136 CONTINUE
LEIMTHD
ISTAZIVAR(C(L,L,JI)
NE]IVAR(2,L,J1)
NITAZIVAR(3,L,J1)
NITBSIVAR(A,L,JI)
NIT=IVAR(S,L,J1)
FABaVAR(I,L,J1)
FSBBVAR(ZJL'JI)
FCBaVAR(3,L,J1)
FOBavAR(4,L,JI)
FAC2VAR(S,L,JI)
FBC=VAR(6,L,JI)
FCCeVARCT,L,J1)
FOCeVAR(B,L,JI)
FARVAR(9,L,J1)
FBavAR(12,L,J1)
FC=vAR(11,L,J12
FORVAR(L12,L.,JI)
FAASVARC1I3,L,J1)
FBASVAR(14,L,J1)
FCA=VAR(1S5,L,J1)
FDABVAR(16,L,J1)
IST(J1)=I8TA
IF (N/2%2,LT,N) N&ENwl
NYR=ENYR+N

IF (JOPER,EQ.1) GO TOD 278

PPLESVAR(17,L,JI)
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142

15¢

. le@
i7@

181

19¢

2ue

PPX=vAR(18,L,J1)
PPMzVAR(19,L,J1)
D0 |44 I=1,2“
JEI+19
K=I+43
ACYA(I)=VAR(J,L,J]1)
ACYB(T)=VAR(K,L,JI)
CONTINUE
IF (METHOD,EQ,8) GO TO 230
IF (NITASNE,4) GO TO 174
SMP=PPL4+SMP
NIVeENIV+Y
KAZY
DO 160 1=1,10,3
KAZKA+ 1
TP=N/2=1]
Y=ACYA(ID)
THP=Y
IF (Y, LTa. 00001) GO TO 150
TMP=z]1 =Y
CALL MDNRIS (TMP,TEMP,IER)
TEMP=TEMPXSART((TP+1,)/(TP+2,))
CALL MDTD (TEMP,TP,TMP,IER)
TMP=TIPA,5
CONTIMUE
SUMAA(CKA)I=SUMAA(KA) +(PPL=TMP)xx2
SUMA(KA)SSUMA(KA)+TMP
CONTINUE .
CONTINUE
IF (NITB,NE.4) GO TO 236
SMPsPP( +SMP
NIVENIV+Y
JA=@
DD 196 1=1,10,3
JA2JA+1
TPEN/2=1
Y=ACYB(])

TMP=Y

IF (Y,LT,.00081) GO TO 180
TMPz) , =Y
CALL MDNRIS (TMP,TEMP,I1ER)
TEMP=TEMPASQRT((TP+1,3/(TP+2,))
CALL MDTD (TEMP,TP,TMP,IER)
TMPRTMPX 5
CONTINUE
SUMAACJA)ZSUMAACJIA) + (PPLeTMP) %42
SUMA (JA)SSUMA (JA) ¢ TMP
CONTINUE

GO TO 230
CONTINUE
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c

210
220

23e

24e

25n

255
260

27¢

DIvaN]y
MIVSNIV/T
NIP=MIPY!
I¥ (NIP.GE,2) 60 TO 23n
SHMPESMP/DLV
DO 210 I=1,4
SUMA(T)=SUMA(TI)I/DIV
SUMAACI)=SSQRT(SUMAA(I)/DIV)
CONTINUE
PRINT 220, SMP,(SUMA(K) K31 ,4), (SUMAACK) (K31 ,4) NX,NLV
FORMAT (iHLl,x AVERAGE PLUT POS FOR MAX FLOWAFL10,4,//,% AVERAGE C
10MP FREQUENCY FOR OQUTLIERS*,/, 35X, %A%, F10,4,/,35X,%B%,F18,4,/,35X,
2 *Ch,F1@,4,/,35Xy%D%,F1@8,4,//,% ROOT MEAN SGUARE DIFFERENCE BETWE
IEN LOMP PROB AND PLOT POSx,/,385X, kAN, F108,4,/,35%X,%xB%,F10,4,/,35X,*
GOk F10,0,/7p35Xs %Dk, FL8,4,/7/,5X,% STATION YEARS OF RECORD%,I18,/,5X
Ss% NUMBER OF HALF RECORDS»,110)
CONTINUE
DO 240 1=1,64
Keo7+[
CSTY(Y)=VAR(K,L,J1)
CONTINUE
J=0
DO 250 I=1,63,2
JzJ+ )
CSTYDCII=(CSTYCI)=CSTY(I+1)Inn2
CONTIKUE
J=
DO 268 I=1,63,2
JeJet
TMP=CSTY(Y)
TP=CSTY(I+l)
TEMPSTMP
IF (TMP,LT,TP) THMPaTP
IF (TEMPLLTLTP) TP=TEMP
IF (TMP,GT,P.) GO TO 255
TMPay,
Te=1,
CSTYR(JI=(1,»TP/TMPY*x2
CONTINVE
GO TO 280
OBSERVED FREQUENCY FOR COMPUTED SHORT=RECORD FLOWS
CONTINUE
SFASSFA+FA+FAA
SFR=SFB+FB+FBA
SFC=SFC+FC+FCA
SFNRSFO+FD+FDA
SFABu=SFAB+FAB
SFBB=SFBB+FBB
SFCR=SFCB+FCB
SFOB=SFDB+FDB
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SFAC=SFAC+FAC
SFBC=SFHBC+FBC
SFCC=SFCC+FCC
SFDC=SFDC+FDC
GO TO 389
28¥  CONTINUE
PPA(L)=PPL
PPA(2)1=PPX
PPA(3)=PPHM
SMX(1)Y=SMX (1) +FA+FAA
SMX(2)=SMX(2)+FB+FRA
SMX(3)mSMX(3)+FCHFCA
SMX(4)aSMX(U)+FD+FDA
SMXX (L) SSMXX(L1)+FAR24¢FAANRD
SMXX(2)=SMXX(2)+FBxx2¢FBAXA2
SMXX(3)SSMXX(I)+FCxx24FCARN2
SMXX (4)SSMXX(4)4FDAx29FDARR2
TWOD RECORD HALVES
DO 378 L=1,2
NUMRER OF ZERQ AND OUTLIER TECHNIQUES FOR EACH HALF RECORD
ITP=NITA
IF (L.EQ.,2) ITP=NITSH
IF (METHOD,EQ,8) ITp={
IF (METHOD.EQ,8) NIT=1
Jsa
Mz @
ITERATIONS PER RECORD HALF
DD 369 131,I1TP
IX=l )
IF (ITP.NE42,0R,I.EQ,1) GO TO 290
Ix=%
J=12
MZ16
2972  CONTINUE ‘ .
IF (NITALLTGNITB AND,L,EQ,1) GO TO 320
JIF (NITA,GE NITB,AND,L,EQ,2) GO 7O 320
SliM SQUARES DF CONSISTENCY ERRORS
PO 3iv K=1,4
M=Mt]
TEMPSCSTYR(M)
TEMPARCSTYD (M)
1F (I NE.1) GO TO 300
IF (NIT.EQ, 2 ORNIT,EQ,8) 8CSTY(9.K)SSCSTY(9.K)+TEMP
IF (NITLEQ.2,0RNIT EQ,8) SCSTD(9,K)BSCS8TD(9,K)+TEMPA
IF (NIT,EQ,A) SCSTY(IG.K):SCSTY(10;K)+TEMP
IF (NITLEQ.4) SCSTDC19,K)=SCSTD(1W,K)+TEMPA
200 CONTINUE
IF (IX,NE,{,. AND IXeNEoS5,AND.NIT,EQ,8) GO TO 318
SCSTY(IX, KJ SCSTY(IX,K)¢TEMP
SCSTDCIX,K)=SCSTDCIX, K)+TEMPA
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$1¢  CONTINUE
IF (I,NE,1) GO TO 320
IF (NIT4EQ,2,0RNIT,EQ,8) NPLB(9)IESNPLB(9)+1
IF (NIT.EW,4) NPLBILL1Q)SNPLE(10)+}
328 CONTINUE
RO 358 K=1,3
JaJ+l
Y=ACYA(J))
IF (L.,EQ.2) v=ACYB(J)
TMP=Y
IF (Y. LT,.00001) GO TO 330
EXPECTED=PROBABILITY ADJUSTMENT
TP=N/2=1}
TMP= ], =Y
CALL MDNRIS (TMP,TEMP,IER)
TEMP=TEMPXSQART((TP+1,)/(TP+2,))
CALL MDTD (TEMP,TP,TMP,IER)
TMPRTMPR S
338 - CONTINUE
YRY+FCTRA(TMP=Y)
SUM SQUARES 0OF ACCURACY ERRORS
TEMP=Y/PPA(K)
IF (TEMP,LT..1) TEMP=,1
TEMP=(ALOGIR(TEMP)) %42
TEMPAS(Y=PPA(K) )&%
IF ([.,NEL1) GO Yo 340
IF (ITP,EW,2,0R,ITP,EQ,8) SPLA(Y9,K)=SPLA(Y,K)+TEMP
IF (ITP,ER.2,0R,ITP,EQ,B8) SPLD(9,K)ISPLO(I,K)+TEMPA
IF (ITPLEQ.H4) SPLACIA,K)SSPLACLIA,K)+TEMP
IF (ITP,EQ,4) SPLDC1@,K)=SPLD(10,K)+TEMPA
342 CONTINUE
IF (IX NE 31 aAND IXGNE,5,AND,ITP,EG,8) GO TO 358
SPLACIX,K)3SPLA(IX.K)+TEMP
SPLDCIX,K)=SPLD(IX,K)+TEMPA
352 CONTINUE v
IF (IX ER,1,0RIXLEQS5,0R,ITP NE,B) NPLACIXIENPLA(IX)#Y
COUNT ITEMS SUMMED
IF (I.NE,1) GO TO 368
If (ITPER.2,0R,ITP,EQ,8) NPLA(9)IENPLA(9)+1
IF (ITPLEQ,4) NPLACIB)=SNPLA(LB)+1
36@ CONTINUE :
37¢  CONTINUE
PLOTTING POSITIONS OF SELECTYED EVENTS,TOTAL FOR ALL STATIONS
SPP2SPPL+PPL
SPPX=SPPX+PPX
SPPM=SPPM+PPM
280 CONTINUE
IDENTIFY STATIONS USED
IF (IM,EQ,1) WRITE (6y399) NSTA, (IST{(J),J=1,NSTA)
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390 FORMAT (I1HB IS,IX24HSTATIONS USED AS FOLLOWS /(1@112))
IF (lOPER,EQ,1) WRITE (6,400)
4R FORMAT (i1M@36X46 HCALIBRATION FOR EXPECTED PROBABILITY (IOPER=1))
IF (JOPER,EB42) WRITE (6,41@) FCTR
41? FORMAT (1HO38X36 HMVERIFICATION RESULTS (IOPER=2) FCTR®F6,3)
IDENTIFY METHOD
GO TO (4208,430,440,450,460,4708,480,490), METHOD
426  COMTINUE
ARITE (6,650)
G0 TO 500
438  CONTINUE
WRITE (6,660)
GU TO s0@
449 CONTINUE
WRITE (6,678)
GQ TO 598
45¢  CONTINUE
WRITE (6,680)
0 TO SS90
a6  CONTINUE
WRITE (6,690)
G0 YO0 S@8
479 CONTINUE
WRITE (6,700)
GO0 70 sg@
48g  CONTINUE
WRITE (6,710)
G0 TO 5092
492 CONTINUE
WRITE (6,720)
506 CONTINUE
IF (IOPER,EQ41) GO TO 590
TMP=NSTAX2
IZONE=1IST (1) /71000000
0O 5108 I=1,4
TEMPESMX(T)/TMP
SMX(I)=SORT((SMXX(T)mSMX(I)Ax2/TMP)/TMP)
SMXX(T)=TEMP
510 CONTINUE
PUNCH S22, IZONE,METHOD,TMP,SMX,8MXX
520 FORMAT (214,9F8,4)
PRINT 53@, SMX,8SMXX :
53¢ FORMAT (x STANDARD ERROR OF OBSERVED FREQUENCIES IN OTHER HALF OF
1RECOKD FOR COMPUTED */1X * FREQUENCIES OF « 6X% ,0801% 7X%,01% 8Xx,1
e* BXn ,Sx/F28,4,54F10,3/% AVG 0BS FREGQx F15,4,3F10,3/)
AVERAGE PLOTTING POSITION
TMP=NSTA
SPPI =8PPL/TMP
SPPX=8PPX/TMP
SPPMESPPM/TMP
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540
559

562
570

580

c
596

1
i
i
i

WNDIPUI D GIN -

AVERAGE ACCURACY AND CONSISTENCY ERRORS

DO 57m I=1,19
TMPEHNPLACT)

IF

(TMP,1.E.B,) GO TO 550

00 544 K=1,3
SPLD(T,K)=SQRT(SPLDCI,K)/TMP)
SPLACI,K)=SQRT(SPLA(I,K)/TMP)
CONTINUE

CONTINUE

TMPENPLB(I)

1F

(TMP,LE,.@) GO TO 57@

DO Son K=1,4
SCSTO(I,K)=8QART(SCSTD(I,K)/TMP)
SCSTY(L,K)=SQRT(SCSTY(I,K)/TMP)
CONTINUE

CONTINUE

WRITE
WRITE
WRITE
WRITE

PUNCH

PRINT ACCURACY AND CONSISTENCY RESULTS

(6,738) (SPLACYL,K))K=1,3),(SPLAC1@,K),Ke1,3),((8PLACI,X),
Kx1,3),152,4),(8PLAC9,K),K®1,3),(SPLA(S,K) K=1,3)

(6,740) (SPLD(1,K) K®1,3),(SPLD(1@,K),K=),3),((SPLD(I,K),
K21,5),132,4),(8PLD(9,K),K%1,3),(SPLD(S,K),K21,3)

(6,758) (SCSTY(1,K), K=1,4),(SC8TY(10,K),K=1,4),(C(SCSTY(]I,«),
KE1,4),152,4),(SCESTY(9,K) ,K=1,4),(8CSTY(S,K),Ku1,4)

(6,76@) (SCSTD(1,K)K=1,4),(SCSTDC1O,K)K®1,4),C(SCSTD(I,X),
Ke1,4),122,4),(8C8TD(9,K),K=a1,4),(SC8TD(5,K),K%1,4)

580, NSTA,MEYHOD,IST(L),FCTR,NPLA, (SPLA(L,K),K31,3),
(SPLACLIA,K) Kel,3), ((SPLACI,K),K=4,3),1%2,4),(SPLA(9,K),
K21,3),(SPLA(S,K), K&1,3),(SPLDC1,K),Kx1,3),(8PLDC18,K),
Kei,3), ((SPLD(I,K),K=21,3),122,4),(SPLD(9,K),Kn1,3),
(SPLD(S,K),K%1,3),(8CSTY(1,K),K=1,4),(8C8TY(108,K),Knl,

Uy, C(SCBTY(I,K) Knl,4),I82,4),C(8CS8TY(9,K),Ksi,4),
(SCSTY(5,K),Ku},4),(SCSTD(1,K),Kn1,4),(SCSTR(10,K),K=1,
4),((SC8TD(I,K) /KBL,4),132,4),(8CSTD(9,K),K=},4),

(SCSTD(S,KI Kul,4)

FORMAY (21I8,116,F8,4/1018/(108F8,4))

GO

TO 3@
AVERAGE OBSERVED FREQUENCIES IN OTHER HALF OF RECORDS

CONTINUE

TMPaNSTARR
SFA2SFA/TMP
SFB=SFB/TMP
SFC=SFC/TMP
- SFD=8FD/TMP

EXPECTEO=PROBILITY ADJUSTMENT FOR GAUSSIAN DISTRIBUTION

TEMP=NYR
ANYR=TEMP/TMP

TPEANYR=1

TMPAZ, 001

TMPS,999

CALL MDNRIS (TMP,TEMP,IER)
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TEMP=TEMPAXSQRT((TP+1,1/7(TP+2,))
CALL MDTD (TEMP,YP,TSFA,IER)
TSFA=TSFAX,S

TMPRs, Y

THP=,99

CALL MDNRIS (TMP,TEMP,1ER)
TEMP=TEMPASQRT((TP+1,)/(TP+2,))
CALL MDTD (TEMP,TP,TS8FB,IER)
T3FB2TSFBA,5

TMPCa, |

TMPE,Q

CALL MDNRIS (TMP,TEMP,I1ER)
TEMPRTEMPASQRT((TP+1,)/7(TPe2,))
CALL MDID C(TEMP,TP,TSFC,1ER)
TSFC=TSFC%x,5

TSFD=,%
RATI08 OF OBSERVED TU EXPECTED FREQUENCIES, HALF RECORDS
RAZS(SFA=TMPA)/(TSFA=TMPA)

RBs (SFB=TMPB)/ (T8FB=TMPB)

RC2(SFC=TMPL)/ (TSFC=TMPC)

AR= (RA+RB+RC) /3

A=RA

BERB

CzRC
WRITE (6,620) ANYR,AR,8FD,TSFC,SFC,RC,TSFB,8FB,RB,TSFA,SFA,RA

AVERAGE OBSERVED FREGUENCIES FOR SwYEAR SAMPLES
TMP=NSTA
SFAR=RSFAB/TMP
SFBB=SFBB/TMP
SFCB=SFCB/TMP
BFOB=SFDB/TMP
RATIOS OF OBSERVED TO EXPECTED FREQUENCIES,S5=YEAR SAMPLES
RARCSFAB=TMPA)/,023
RB= (SFBB=~TMPB)/ 840
RC=(SFCB=TMPC) /054
RD=R(
RE=RB

RF=RA
IF (METHOD,NE,B) WRITE (6,632) SFDB,SFCB,RC,SFBB,RB,SFAB,RA

AVERAGE OBSERVED FREQUENCIES FOR 10=YEAR SAMPLES
SFAC=SFAC/TMP
SFBC=SFBC/TMP
SFCC=SFCC/TMP

SFDC=8FNC/TMP
RATIO OF OBSERVED TO EXPECTED FREGUENCIES, 1@8=YEAR SAMPLES

RAZ(SFAC~TMPA)/, 8072
RB= (SFBC=TMPB)/,017
RC=(SFCC~TMPC)/,027
RG=RC

RH=RB
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600

61p
620

630

649

650
660
679
680
690
780
7180
7280
730

740

750

RIZRA

RA=A

RB=B

RC=C

WRITE (6,640) SFDC,8FCC,R6,8FBC,RH,SFAC,RI

PUNCH 680, NSTA;METHOD,Isr(1)pANYR’RDIRG,RC'RE'RH'RB'RFQRIJRA

FORMAT (218,116,/108F8,4)

GO 70 34

FORMAT (218,F8,9,2]8) _

FORMAT (47HREXCEEDENCE FREQUENCIES FOR AVG HALFwRECORD QOF F5,2,

1 55X * AVG ADJ ® » F7,3/3X
2 15HTHEORETICAL.S2 3X BHOBSERVED,F5,3,2X 16HADJUSTMENT RATIO /15X
3FU,B)10XFS5,3,F16,3/15X F4,3,18XF5,3,F16,3/14X F5,3, 108X F5,3,F16,
43)

FORMAT (33HREXCEEDENCE FREQ FOR SwYR RECORDS /73X 1SHTHEQRETICAL .5
18 3Xx BHOBSERVED F5,3,2X inADJUSTHENT RATIO /15X 4H,154 18X FS5,%3,F
216,3/15X 4H,850 19X F5,3,F16,3/15X AW, 224 18X FS, 3;716 3

FORMAT f34HEEXCEEDENCE FREQ FOR 10wyYR RECORDS /3X ISHTHEORETICAL ,
150 3X BHOBSERVED FS5,3,2X 16MHADJUSTMENT RATIO/IS5X 4H,127 10X FS,3,F
216,3/15X 4H,027 18X F5,3,F16,3/ 15X,5H,08082 16X F5,3,F16,3)

FORMAT (53X 15HLOG PEARSON III)

FORMAT (55X 10HLOG NORMAL)

FORMAT (S7X 6HGUMBEL)

FORMAT (55X 10HLOG GUMBEL)

FORMAT (52X {TH2w=PARAMETER GAMMA)

FORMAT (52X 1TH3I=wPARAMETER GAMMA)

FORMATY (43X 34HLOG PEARSON IIY WITH REGIONAL SKEW)

FORMAT (46X 28HBEST LINEAR INVARIANT GUMBEL)

FORMAT (x ROOT MEAN SGQUARE LOGARITHM OF RATIO OF COMPUTED PROBABI
ILITY IN OTHER HALF OF RECORD TO PLOTTING POSITION OF HALF«RECORD F
2LOWSw/x (ACCURACY RESULTS)*/4X16HZERQeFLOW METHODGX 14HWOUTLIER
IMETHOD ISX3MMAX L14XOMDECILE J14X6HMEDIAN/% ALL MALF RECORDS
4 /J12XiHA L19X1HA F25, SUEFEG 3/% QUTLIERS AND NO ZERO FLOWSW/12X1iMA
S 19XIHA F25,3,2F20,3/12X1HA 19X1HB F25,3,2F2n,3/12X1HA 19X1HC F25,
63,2F20, 5/!2X1HA L9XIHD F25, 3,2F20,3/% ZERO FLOWS*/ 12X1IHA L19X1HA F
T25,3,2F20,3/12X1HB 19X 1HA FES 5;2F£@ 3)

FORMAT (x ROOT MEAN SGUARE DIFFERENCE BETWEEN PLOT POS AND COMPUTE
1D PROB IN OTHER HALF OF RECORD (ACCURACY RESULTS)IN/4X{6HZIERQ=FLOW
2METHOD 6X 14H0UTLIER METROD 15X3HMAX 14X6HDECI
SLE 14X6HMEDIAN/A ALl HALF RECORDS « /12X1HA 19X1MA F25,3,2F
H2@,3/% OUTLIERS AND NO ZERO FLOWSw®/12X1HA 19X1HA F25,3,2F2@, SIIZXI
BHA 19X1HB F25,3,2F2@8,3/12X1HA {19Xi{HC F25, 3:2?29 3/!ZXIHA 19X1HD F2
65,3, 2?2U,3/* ZERO FLOWS®/ 12X1HA 19X 1 HA FZS 3,2F28,3/712X1NB t9X1HA
7 F25 3,2F20,3)

FQRMAT (* ROQT MEAN SQUARE DIFFERENCE BETWEEN 1,¢ AND RATIO OF PRO
IBABILITIES IN 2 HWALVES OF RECORD (CONSISTENCY RESULTS)*/ 4X{6HIERD
2oFLOKW METHOD 6X14HOUTLIER METHOD 1i1XTHEXTREME 17X3MMAX 14X6MDECIL
3E  JUX6HMEDIAN/® ALL WALF RECORDS* /12XiMA {9XIHA F25,3,3F2@,3/

4 * QUTLIERS AND NO ZERO FLOWSw/12X1HA 19X1IMA F25,3,3F20,3 /12Xt
SHA 19X1HB F25,3,3F20,3/12X1HA 19X1HC F25,3,3F208,3/12X1HA 19XIHD F2
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700

770
780

65,3,3F20,3/% ZERQ FLOWS*/12X1HA 19X1HA F25,3,3F20,3/12X1HB 19X1HA .
7F25,4,3F20,3)

FORMAT (x ROOT MEAN SQUARE DIFFERENCE BETWEEN COMPUTED PROBABILITI
1ES FOR 2 HALVES OF RECORD (CONSISTENCY RESULTS)®/ 4X16HZERD
e=FLOw METHOD 6XI4HOUTLIER METHOD §3X7HEXTREME 17X3HMAX 14X6HDECI
3LE IAX6HMEDIAN/* ALL HALF RECORDSw /12X1HA 19X1HA F25,3,3F28,3/

4 * OQUTLIERS AND NO ZERO FLOWSA/12X1HA 19X1HA F25,3,3F28,3 /12X}
SHA 19X1HB F25.3,3F20,3/12X1HA 19X1HC F25,3,3F28, 3/12X1HA 19X1HD Fe
65,3,3F20,3/% ZERO FLOWS*/!EXIHA 19X1HA FZS B.SFBQ 3/712X1HB §9X1HA

7F25 3, SFEZ 3)

FORMAT (1Hl 50X 2iHVERIFICATION ANALYSIS)

FORMAT (2THOMETHOD IDENTIFIER IN ERROR)

END

C-19



APPENDIX D
COMPUTER PROGRAM PARE

Origin of program.
This program was written by Leo R. Beard, Technical Director of

the Center for Research in Water Resources, The University of Texas at
Austin.

Purpose of the program.
The program will accept records of daily flows at any number of long-

record stations, establish annual maximum events and partial-duration events
for each year at each station, perform summaries of each for later analysis

and compute the average exceedence frequencies of partial-duration events
for each of 7 annual-event magnitudes as follows: those exceeded on the
average 10, 20, 30, 40, 50, 60 and 70 percent of the years. The program is
used to analyze data in each of 16 USGS geographic zones in order to establish
an average relationship for each zone and for all zones. Other groupings

such as by size of drainage area can also be studied.

Methods.
Since data on tape came from two different USGS sources, two

different initial processing operations are necessary. For zones 9 through
16, data for October through December of each year are given after data for
January through September of the following calendar year. It is therefore
necessary to transpose these to the start of the data array. For zones 1
through 8, data are consecutive for water years of October through September,
and such a transposition is not necessary. In all zones, however, 31 items
per month are given for all months, and it is necessary to eliminate the items
for days beyond the end of months having less than 31 days. This operation
is performed using a special routine for identifying leap years.

Annual maximum events are selected and stored in one array (QMX)
while partial-duration events separated by at least 5 + In (DA) days, during
which flows drop below 75 percent of the smaller flow in each adjacent pair,
are selected and stored in the QX armray for each year. The 5 largest values
in each QX array for a station are stored in the order of magnitude for each
successive year in the QP array.

For each station, magnitudes corresponding to specified exceedence
frequencies of .1, .2, .3, .4, .5, .6 and .7 events per year are interpolated
between annual-event magnitudes using M/{N+1) plotting positions. Then the
QX array is searched to count the number of events larger than each of these
magnitudes. The frequency per year for each of these is divided by the
corresponding specified exceedence frequency of the annual-event magnitudes
to obtain ratios for print-out. These are temporarily stored in the R array and
accumulated in the RT array, which is used later to compute and print out the
average ratio for all stations in each computer run.
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Input.
Program operation is controlled by card input with the following

data on each successive card:

Cols 1-8 ISTA - USGS station identification number

Cols 9-16 IPRT - Print-control indicator. Value greater
than zero calls for supplementary print-out
of all peak flows for each year. Value of 2
also calls for print-out of daily flows from

tape.

Cols 17-24 IFILE - Positive number calls for all stations
in the USGS zone corresponding to that
number.

Other data used by the program are read from tape 10, one year
per record (130 characters per line), each record containing the station
number (I110) calendar year number (I10), consecutive flow data (F10.3)
for 372 days (31 days per month with dummy values for excess days) and
drainage area in square miles (F10.3).

Qutput.

Basic output for each station from the program consists of a list of
annual maximum flows in the order of magnitude, a list of the 5 largest
partial-duration flows in the order of magnitude for each year, and 7 ratios,
each consisting of the number of partial-duration flows per year exceeding
magnitudes corresponding to the observed annual-event magnitudes exceeded
.1, .2, .3, .4, .5, .6 and .7 times per year.

Basic output for the job is the 7 averages of these ratios for all
stations in the job.

Supplementary output called by a value greater than zero for IPRT is
all of the partial-duration flows for each year. With a value of 2 for IPRT,
the complete daily flows for each year are printed out in the 31-day-per-
month format with rows of 9's for excess days at the end of shorter months.



DA
EOF

IFILE

IFLW
I1AG
IPRT

IST(30)
ISTA
ISTN
ITEMP
ITMP
ITP

X

IY

IYR

IAG

NB
NDAYS
NFLW

NSTA

Definitions of Variables

Drainage area in square miles

End-of-file mark on tape

Temporary index

Positive number calls for all stations in the USGS zone
corresponding to that number

Sequence number of adopted peak flows within each year
Number of days since last higher flow

Positive value greater than zero calls for supplementary
print-out of all peak flows for each year. Value of 2 also
calls for print-out of daily flows from tape

Station identification number

Station identification number, card input

Station number, tape input

Temporary variable

Temporary variable

Temporary variable

Temporary index

Temporary index

Calendar year number

Temporary index

Temporary index

Required days of separation between adopted peaks
Number of partial-duration flows exceeding annual-event
flow of specified frequency

Number of blank days in record of flows on tape

Number of days in February of current year from tape
Number of maximum flows to be retained each year for later
analysis

Total number of stations analyzed
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NYR - Total number of years of complete record at current station

Q(500) -~ Consecutive daily flows

QMAX ~ Maximum flow for year

QMIN - Minimum flow since last adopted peak

QMX(100) ~ Maximum annual flows

QP(500) -~ Adopted partial-duration flows for all years (NFLW values for
each year) in descending order of magnitude within each
consecutive year

QX(25) -  Adopted partial-duration flows within current year

R{30,7) - Ratio of number of partial-duration flows exceeding
exceedence probability of specified annual-event flow to
(number of years of record times that exceedence probability) .

RT(7) -  Total for all stations of R values

TEMP - Temporary variable

TMP - Temporary variable

TP -  Temporary variable



PROGRAM PARE(INPUT,QUTPUT,TAPEL1DO,TAPE6G=0UTPUT)
PARTIAL DURATION RELATIONSHIP DEVELOPMENT PROGRAM
READ DATA TAPE 10
DIMENSION GMX(100),0X(50),0(500),QP(500),R(30,7),RT(7),187(30),
1 IDATA(LS)
DO 202 I=1,7
RT(1)=0,
20 CONTINUE
NFLW=S
NSTA=Q
PRINT 30
30 FORMAT (1HY)
PRINT 4@ |
40 FORMAT (31X,S8HRELATION OF PARTIAL DURATION TO ANNUAL MAXIMUM FR
1EQUENCIES )
59 CONTINUE
READ 60, ISTYA,IPRT,IFILE
60 FORMAT (318)
END OF JOB
IF (ISTALE.O,AND,IFILE,LE.@) GO TO 430
COMPUTE DAYS OF SEPARATION BETWEEN PEAKS
70 CONTINUE
ILAG=99
LAG=10
NYR=Q _
FIRST YEAR OF NEW STATION DATA ALREADY READ
IF (NSTA,GT,8) GO TO {10
80 CONTINUE
READ (10,100) ISTN-IYR.(Q(!).Il93.“64),DA
IF (EOF,108) 98,110
90 CONTINUE
IFILE3w999
GO T0 358
100 FORMAT (2I10,11F10,3/,2T(13F1@,3/),10F108,3,/,20X,F10,3)
112 CONTINUE
IF (ISTN,EG,I8TA) GO TO 120
END OF STATION DATA
IF (NYR,GT,15) GO TO 350
NYR=D
IF (IFILE,GT,@) ISTA=ISTN
IF (IFILE,GT,8) GO TO 70
DATA FOR STATION TO BE SKIPPED
60 T0 Se
ARRANGE DAJLIES CONSECUTIVELY STARTING OCT 1
120 CONTINUE
NDAY8=28
IF (1YR/4w4 EQ,IYR) NDAYS=29
IF (IYR,EQ,1900) NDAYSn28
ISTARISTN
ITPeISTA/1000000



130

140

150
160

170

180

190

200

IF (IFILE,LE,8) GO YO 139
IF (DA,GT,3) LAGSALOG(DA)+S,

CONTINUE

IF (ITP,LE,8) GO TO 200
MOVE LAST 3 MONTHS TO START OF WATER YEAR

OCT,NOV
Ja3714
00 140 I=t,61
JuJel
ACI)=Q(J)
CONTINUE

DEC
Jxyil
DO 150 I=62,92
JaJe+l
Q(I)=q(J)
CONTINUE

IF (IPRT,EQ,2) PRINT 168, ISTN,IYR,(Q(1),I%1,371)
FORMAT (/1X,2110,11F10,3/(1X,13F10,3)/)

MAR, APR
ITP=124¢NDAYS
ITMP=a184+4NDAYS
NB=3

IF (NDAYS,EQ,29) NB=2

DO 170 IaITP,ITMP
IXmI+NS
QII)=Q(IX)
CONTINUE
MAY , JUNE
NB=NB+{
1TP=2185¢NDAYS
ITMPR2US+#NDAYS
DO 180 I=ITP,1TMP
IXxI+NB '
(I)=QCIX)
CONTINUE
JULY=SEPT
NBaNBel
ITPR246+NDAYS
NDAYS=3I37eNDAYS
DO 199 I=sITP,NDAYS
IX=I+NB
Q(I)=QCIX)
CONTINUE
GO TO 260
0CT,NOV
CONTINUE
Js92
DO 218 I=i,61
JeJel



Q(I)=a(J)
210 CONTINUE
DECeFER
Jei54
DO 228 l=62,152
JeJ+i
QC(I)=Q(J)
220 CONTINUE
MAR=APR
IXug{234NDAYS
l1vmIXel
IXnIX46]
J=247
DO 230 I=lY,IX
JeJ+i '
Q¢I)=Q(J)
230 CONTINUE .
MAY=JUNE -
IvyslxXel
IXnIXebl
Ju399 -
DO 240 Islv,IX
JeJ+l
RCI)ZQ(S)
240 CONTINUE
JULYSEPT
IYaIXsy
IXnIXe92
Ju371
DO 250 Islvy,IX
JaJed
QcI)=QcJ)
250 CONTINUE
IF (IPRTLEQ,2) PRINT 160, ISTN,IYR,(Q(I),I=1,1X),DA
SELECT PEAK FLOWS SEPARATED BY LAG DAYS WITH 25 PERCENT SAG
BETWEEN
NDAYSs3IX
260 CONTINUE
QMAX=Q,
IFLWmD
IF (NYR,EQ,2) QMIN=Q (1)
DO 282 I=1,NDAYS
TMP2Q(])
IF DATA MISSING,SKIP ENTIRE YEAR
GMAX IS LARGESTY FLOW FOR YEAR
IF (TMP,GT,GMAX) GMAXEBTMP
ILAGHILAGe}
IF (TMPLT.GMIN) QGMINSTMP
TP®999999,



279

280

290

300

310
320

330

340

350

IF (IFLW,GT,0) TPEQXC(IFLW)
REPLACE EARLIER PEAK IF CRITERIA NOT SATISFIED
IF (TMP,GY,TP,AND ILAG,LT,LAG,AND,IFLW,GT,0) GO TO 270
IF (TMP,GT,TP,ANDQMIN/,75,6T,TP, AND IFLW,6T,8) 60 TO 270
IF (TMP.LT GMIN/ 78,0R, ILAG.LT.LAG) GO T0 280
ADOPT NEN PEAK ZF CRITERIA SATISFIED

IFLWmRIPFLWSY
CONTINUE
QXCIFLW)STMP
GMINBTMP
ILAG=D
CONTINUE
NYRENYR+{
IF (IFLW,GE,NFLW) GO TO 308
WHERE INSUFFICIENT PEAKS IN YEAR,USBE ZERQO FOR REMAINDER
I1TPRIFLWel
DO 290 IsITP,NFLW
ax(l)=0,
CONTINUE
IFLWENPLW
ARRANGE PEAKS IN ORDER OF MAGNITUDE FOR EACH YEAR
CONTINUE
ITPulfiWel
DO 320 Is=s1,1TP
ITMPRIFLWe]
DO 310 Jmi,ITMP
IF (QX¢J),GE,QX(J+1)) GO YO 310
TMPEAX(J)
GX(JImAX(JI¢L)
AX{JIJ*L)NTMP
CONTINUE
CONTINUE
IF (IPRY,GE,1) PRINT 338, (QAX(I),Is=i,IFLW)
FORMAT (/7,48Xp23H PARTIAL DURATION FLOWS /(15F8,08))
STORE PEAKS IN QP AND GMX ARRAYS FOR ALL YEARS
ITEMPa(NYRwl ) ANFLW
DO 340 Imi,NFLNW
ITEMPRITEMPe
QPC(ITEMP)=QX (1)
CONTINUE
OMX(NYR)®BAMAX
GO TO 8o
ARRANGE ANNUAL PEAKS IN ORDER OF MAGNITUDE
CONTINUE
ITMPaNYRe}
DO 370 Imi,ITMP
1TPmIel
DO 360 KsITP,NYR
IF (QMX(I),GE,QMX(K)) GO TO 3680
TEMPRQMX (L)



360
70

380

390

400
410

420

430

449
450
460

AMXCI)mAMX(K)
AMX(K)STEMP
CONTINUE
CONTINUE
NSTAZNSTA+!

IST(NSTA)=]ISTA :
COUNT PARTIALoDURATION PEAKS LARGER THAN VALUES CORRESPONDIN

G TO ANNUAL EXCEEDENCE PROBABILITIES OF o30e¢2¢:30¢f1e¢5096s A
ND .7
TEMPENYR# 1
TMPBQ,
DO 390 I=si,7
INTERPOLATE ANNUAL MAX VALUE EXCEEDED WITH SPECIFIED FRE®
TMPETMP+, 1
I1TPRTEMPATMP
TPR1ITP
TPRTEMPATMPuTP
QCI)mQMXCITPIN (L ,»TP)¢QMX(ITP41) TP
TP=Q(1)
. COUNT PARTIAL DURATION EXCEEDENCES
N=
DO 380 Jwi,ITEMP
IF (QP(J),GE,TP) NmNé{
CONTINUE
TP=N
R(NSTA,1)=TP/TEMP
RTCIYSRT(I)¢TP/TEMP
CONTINUE
WRITE (6,400) ISTA,(GMX(I),Im§,NYR)

WRITE (6,410) (QP(1),Ini,ITEMP)
FORMAT (4HOSTA 110/21H ANNUAL MAXIMUM FLOWS/(10F12,08))

FORMAT (23HOPARTIAL DURATION FLOWS/(SF12,.,2))
WRITE (6,4208) (R(NSTA,I),Ins,7) ,
FORMAT (7HORATIOS 7F8,3)
PRINT 39
IF (IFILE.GT,@) ISTA=ISTN
IF (IFILE) 430,50,70

SUM FOR ALL STATIONS
CONTINUE
TMPaNSTA
DO 449 1si,?7 .
RTCI)SRTCI)/TMP
CONTINUE
PRINT 4%9
FORMAT /77477)

WRITE (6,460)
FORMAT  (///,43X,28HPARTIAL=DURATION FREQUENCIES /42X,31HFOR ANNUA

1LwEVENT FREQUENCIES OF  /21X,63HSTATION 100 ,200 300
2 400 500 608 700 /)
WRITE (6,470) CCISTCI),(RCI,K),K®1,7)),181,N8TA)

D-9



470 FORMAY (20X,18,7F8,3)

WRITE (6,480) (RT(1),181,7)
480 FORMATY (/,48Xs1OHAVG RATIOS 1TF8,3)

sTOP
END

D-10



APPENDIX E
ANNOTATED BIBLIOGRAPHY
OF FLOOD FREQUENCY ANALYSIS

Aitchison, J., Brown, J.A.A., The Lognormal Distribution, Cambridge,
England, Cambridge University Press, 176 p., 1957.

Alexander, G.N., Karoly, A., and Susts, A.B., "Equivalent Distribu-
tions with Application to Rainfall as an Upper Bound to Flood Distribu-
tions," Journal Hydrology (Australia), Vol. 9, No. 3 & 4, pp. 322-
371, Nov. 1969.

It was shown that, using known hydro-statistical relationships
between rainfall, losses and floods, the same distribution type cannot
in practice be used over the complete range for both rainfall and floods.
A moment-ratio diagram was used to give a graphical measure of
distribution types.

Alexander, G.N., "Estimation of the 10,000 Year Flood," Commission
Internationale Des Grands Barrages, Madrid, pp. 1327-1350, 1973.

Alexander, G.N., "Flood Flow Estimation, Probability and the Return
Period," Inst. Engrs., Australia Jour., Vol. 29, pp. 263-278, 1957.

Beard, Leo R., "Probability Estimates Based on Small Normal-
Distribution Samples," Journal of Geophysical Research, July 1960.

Develops a relationship between theoretical expected probab-
ilities and probabilities computed from the normal distribution and
maximum-likelihood statistics.

Beard, L. R., Statistical Methods in Hydrology, U.S. Army Corps of
Engineers, Civil Works Investigation Project CW-151, 1962,

This paper details extensively the logarithmic Pearson Type III
distribution and many considerations in the selection and use of data
and application of frequency estimates.

Benson, M.A., "Factors Influencing the Occurrence of Floods in a
Humid Region of Diverse Terrain," USGS Water Supply Paper, 1580-B,
63 p., 1962.



10.

11.

12.

Relations between flood peaks and hydrologic factors in a
humid region with limited climatic variation, but a diversity of
terrain were described in this report. Statistical multiple-regression
techniques were used. Many topographic and climatic factors were
evaluated and their relations to flood peaks were examined.

Bernier, J., "On the Application of Various Limit Laws of Extreme
Values to the Problem of Floods," La Houlille Blanche, Vol. 11,
pp. 718-725, 1956.

Bowers, C.E., Pabst, A.F., and Larson, S.P., "Computer Program for
Statistical Analysis of Annual Flood Data by the Log Pearson Type III
Method, " Available from the National Technical Information Service

as PB-119-541, Computer Program No. 1, 32 p., Jan. 1971.

This paper is an explanation of the log-Pearson Type III
distribution and its use as a uniform method establishingof flood flow
frequencies. The example used illustrated the input and output data
for annual floods on two Minnesota streams. The computer program used
was written in Fortran IV language and was included in the appendix.

Brown, T.L., Sammons, W.H., "Flood Peaks from Small Southwest
Range Watershed," Discussion, Jour. Hydro. Div., Proc. ASCE,
Vol. 97, No. HY1l, Jan. 1971.

The authors discuss the outlier problem and give several
approaches to its solution. These include maximum likelihood
estimations, best linear unbiased estimations and best linear invariant
estimations with and without single and double censoring.

Carrigan, P.H., "A Flood-Frequency Relation Based on Regional Record
Maxima," USGS Professional Paper, 434F, 22 p., 1971.

Techniques of analysis are introduced to increase the sample
size by taking into account the random variations of flood intensity in
both time and space. The recurrence interval for the maximum annual
flood in the region was estimated by a computer-simulation model.

Criff, R.W., and Rantz, S.E., A Comparison of Methods Used in
Flood-Frequency Studies for Coastal Basins in California, USGS
Water Supply Paper 1580-E, 1965.

Six methods of analysis were studied: index-flood method,
multiple correlation, logarithmic normal distribution, extreme-value
probability distribution (Gumbel method) , Pearson Type III distribution,
and the gamma distribution.



13.

14.

15.

16.

17.

18.

Dalinsky, J.D., "An Unconventional Approach to Flood Frequency
Analysis, " Int'l. Assoc. Hydro. Scien. Bull., Vol. 15, No. 3, pp.
55-59, Sept. 1970. '

It is suggested that flood-frequency analysis be based on
regional rainfall analyses since rainfall data are more reliable and
easier to measure and rainfall is stochastic.

Dalrymple, Tate, Flood Frequency Analysis, USGS Water Supply
Paper, 1543-A, 80 p., 1960.

Eagleson, P.S., "Dynamics of Flood Frequency," A.G.U. Water
Resources Research, Vol. 8, No. 4, pp. 878-898, August, 1972.

Density functions for climatic and catchment variables are used
to derive a probability mass function of peak streamflow from a given
catchment. The exceedence probability for a flood peak of given
magnitude is then related to the annual exceedence interval of this flood.

Elderton, W.P., “Frequency Curves and Correlation," 4th Edition,
Harren Press, Washington, D.C., 272 p., 1953.

This book considers different aspects of frequency distributions
with special emphasis on Pearson's System of frequency-curves. Also
considered are method of moments correlation techniques, partial
correlation, and methods to calculate standard errors.

Fleming, G., and Franz, D.D., "Flood Frequency Estimating
Techniques for Small Watersheds, " ASCE Proceedings, Jour. Hydr.
Div., Vol. 97, No. HYY, Pap. 8383, pp. 1441-1460, Sept. 1971,

Digital computer simulation, regional flood frequency analysis,
Potter's statistical procedure, and an arbitrarily standardized version
of the rational method were used in comparative tests on eleven small
watersheds. For the streams tested, digital simulation using the
Hydrocomp Simulation Program was most successful in reproducing the
flood frequency curves determined from the historic streamflow.

Frost, J. and Clarke, R.T., "Estimating the T-Year Flood by the
Extension of Records of Partial Duration Series," Int'l Assoc. Hydro.
Scien. Bull., Vol. 17, pp. 209-217, 1972,

The primary approach to flood-frequency analysis discussed in

this paper is the partial duration series, in which a stochastic model
is formulated for discharges exceeding a threshold. An extension of the
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19.

20.

21.

22,

23.

24.

partial duration series method may be used in the commonly-encountered
situation in which (a) an estimation must be made for a gaging site
with short record, and (b) a longer record is available for a nearby

gaging site.

Gill, M.A., "Analysis of Probability and Risk Equations," ASCE
Proceedings, Jour. Hydr. Div., Vol. 98, No. HYS, pp. 969-971,

May 1971.

Approximate versions of the probability equation used for
determining design floods are proposed.

Gilroy, E.J., "The Upper Bound of a Log~Pearson Type III Random
Variable with Negatively Skewed Logarithms," USGS Professional
Paper 800-B, pp. B273-B275, 1972.

This paper examines the effect of negative skew coefficients
on the values derived from the Pearson Type III distribution. All
derivations are presented in an appendix.

Glos, E., and Krause, R., "Estimating the Accuracy of Statistical
Flood Values by Means of Long-Term Discharge Records and Historical
Data," in Floods and Their Computation, Int'l Assoc. Hydro. Scien.
Pub. Vol. 1, No. 84, pp. 114-151, 1969.

Long-term records were divided into parts of various length to
estimate the relationship between accuracy and length of record. The
results showed validity for a limited range of coefficient of variation
from 0.4 to 0.7. :

Greenwood, J.S., and Durand, D., "Aids for Fitting the Gamma
Distribution by Maximum Likelihood," Technometrics, Vol. 2, No. 1,
pp. 55-65, 1960.

Hardison, C.H., "Accuracy of Streamflow Characteristics," USGS
Professional Paper 650-D, pp. D210-D214, 1969.

This paper proposes accuracy goals for each streamflow
characteristic and includes curves and tables to aid in setting such
goals.

Hardison, C.H., "Generalized Skew Coefficients of Annual Peak
Floods in the United States and Their Application, " Water Resources
Research, Vol,10, No. 3, June 1974.
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25.

26.

27.

28l

29.

A map of average skew coefficients was developed in this
paper to provide for areal variation in generalized skew coefficients
without abrupt changes from region to region.

Hardison, C.H., and Jennings, M.E., “Bilas in Computed Flood Risk,"
ASCE Proceedings, Jour. Hydr. Div., Vol. 98, No. HY3, pp. 415-427,

March 1972.

This paper shows how flood risk can be computed for both gaged
and ungaged sites at which the population of annual peaks can be
assumed to follow a log-Pearson Type III distribution.

Hardison, C.H., "Estimation of 100-Year Flood Magnitude at Ungaged
Sites," Open-file report, U.S. Dept. of Interior, Geological Survey.

A simple technique for estimating the 100-year peak flood
discharge at ungaged sites was presented in this report.

Harter, H.L., "A New Table of Percentage Points of the Pearson Type
I1I Distribution, " Technometrics, Vol. 11, No. 1, pp. 171-187,
Feb. 1969.

A five-decimal-place table of the percentage points of the
Pearson Type III distribution is given and a description of the
computation method is included in the paper. Applications are
discussed, including estimating return periods of floods.

Harter, H.L., "Some Optimization Problems in Parameter Estimation, "
Proceedings of the Symposium on Optimizing Methods in Statistics,
Ohio State University, Columbus, Ohio, June 1971.

The author offers some observations concerning three problems
with which he has had experience. They are: (1) iterative procedures
for maximum likelihood estimation, based on complete or censored
samples, of the parameters of various populations; (2) optimum
spacings of quantities for linear estimation; and (3) optimum choice
of order statistics for linear estimation.

Harter, H.L., and Moore, A.H., "A Note on Estimation from a Type I
Extreme-Value Distribution, " Technometrics, Vol. 9, No. 2,
pp. 325-331, May 1967.

Maximum likelihood was used for estimating the parameters
of the Gumbel distribution.
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30.

31.

32.

33.

34.

35.

Heras, R., "Practical Methods of Estimating Maximum Floods
(French) , " Floods and Their Computation, Int'l. Assoc. Hydro.
Scien., Vol. 1, No. 84, pp. 492-504, 1969.

This report contains a summary of different methods (direct,
empirical, statistical, and hydrometric), which in general are used
simultaneously to compare different results and to try to estimate the
highest flood values with the maximum possible accuracy.

Hiemstra, L.A.V. and Reich, B.M., "Engineering Judgment and Small
Area Flood Peaks, " Hydrol. Pap. 19, Colorado State University,

Fort Collins, 1967.

Five methods of flood prediction are presented in order to
enhance the development of flood predictions in small basins and on
ungaged basins. The "Rational" formula, the Bureau of Public Roads
method, and the Tacitly Maximized Peak technique show superiority
in that they overestimate floods from the samples.

Hoyt, W.G., and Langbien, W.B., Floods, Princeton University
Press, New Jersey, 469 p., 1955.

Inter-Agency Committee on Water Resources, Subcommittee on
Hydrology, Methods of Flow Frequency Analysis, Bulletin 13, 1966.

A description is given of the methods most commonly used by
Federal Agencies for making frequency studies of runoff at individual
streamflow stations. There are numerous references included in the

report.

Jacquet, J., and Bernier, J., "Determination of Maximum Flood Flow
and Probability of its Being Exceeded, Using Incomplete Information
(French), " in Floods and Their Computation, Vol. 1, Int'l. Assoc.

Hydro. Scien., Pub. No. 84, pp. 419-431, 1969.

Flood probabilities are calculated on the basis of a stochastic

process with the use of rainfall and runoff coefficients. The methodology

is explained and it is compared to classical methods.

Jennings, M.E., and Benson, M.A., "Frequency Curves for Annual
Flood Series with Some Zero Events or Incomplete Data,” A.G.U.
Water Resources Research, Vol. 5, No. 1, pp. 276-280, Feb. 1969.

This report describes a method for solving the problem of zero
peaks. The probability of occurrence of a nonzero peak is combined
with the conditional probability of exceeding a given flood magnitude,
given that a nonzero peak has occurred.
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36.

37.

38.

39.

40.

4]1.

42.

Johnson, N.L. and Kotz, S., Continuous Univariate Distributions-1,
Houghton Mifflin Co., Boston, Massachusetts, 300 p., Vol 1, 1970.

Johnson, N.L., and Kitz, S., Continuous Univariate Distributions-2,
Houghton Mifflin Co., Boston, Massachusetts, 306 p., Vol. 2, 1970.

Kibler, D.F., and Yevjevich, V., "Effects of Sampling Interval,
Periodicity, Dependence and Skewness on Extreme Values," Proc.
Int'l. Symp. Colo. State Univ., Fort Collins, Vol. 1, Paper 67,
pp. 537-545, Sept. 1967. '

The validity of extreme value theory was tested by studying the
effects of sampling interval, periodicity, dependence, and skewness
on the frequency distributions of extreme values. Results are presented
as a series of graphical plots.

Kirby, W., "Flood Estimation in the Presence of Outliers,” U.S.
Dept. of Interior, Geological Survey, Open-file Report, Arlington,
Virginia, 1971.

This paper presents a computational method of reducing
distortion of estimates based on a sample that contains an improbably
large outlier. '

Kirby, W., "On the Random Occurrence of Major Floods," A.G.U.
Water Resources Research, Vol. 5, No. 4, pp. 778-784, 1969.

A simple model of the random occurrence of floods is developed
and analyzed in this paper. It is suggested that for many purposes the
Poisson process constitutes a good model.

Kuksin, I.Y., "Methods of Estimating Maximum Discharge of Given
Probability," Soviet Hydrol. Selec. Pap., Issue No. 2, pp. 157-160,
1968.

The gamma-distribution and the 3-parameter gamma distribution
commonly used in the USSR, were compared with the log-normal curve,
binomial curve and the Fisher-Tippet curve that are used elsewhere
to estimate flood discharge probabilities. The best estimates were
glven by Gumbels' methods based on a theory of the extreme terms of a

sample.

Langbein, W.B., "Annual Floods and the Partial Duration Series,"
Transactions, American Geophysical Union, Vol. 30, p. 879, 1949.
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43.

45.

46.

47.

Develops theoretical relation between the exceedences frequency
of any particular annual maximum event and the frequency of all events
above the magnitude of that event, assuming that a large number of
random events occur each year.

lLeclerc, G. and Schaske, J.C., Jr., "Derivation of Hydrologic
Frequency Curves," Available from the National Technical Information
Service as PB-209-761, Ralph M. Parsons Lab. Report No. 142, 151 p.

Jan 1972,

An assessment is made of a new approach to the derivation of
hydrologic frequency curves. This approach consists of making the
rainfall process the primary input to the derivation of frequency
curves rather than using streamflow records as does the classic

approach.

Leese, Marvin N., "Use of Censored Data in the Estimation of
Gumbel Distribution Parameters for Annual Maximum Flood Series,"
Water Resources Research, Vol. 9, No. 6, pp. 1534-1542, Dec. 1973.

Maximum likelihood equations for the estimation of Gumbel
distribution parameters from censored samples are derived; expressions
for their large-sample standard errors are also given.

Mann, N.R., "Best Linear Invariant Estimation for Weibull Parameters
Under Progressive Censoring," Technometrics, Vol. 13, No. 3, pp.
521-533, August 1971.

Best linear invariant estimators of log reliable life are derived
for a model in which failure times have a two-parameter Weibull
distribution and removal of some surviving items from life test is
allowed at the time of any failure.

Mann, N.R., "Estimators and Exact Confidence Bounds for Weibull
Parameters Based on a Few Ordered Observations," Technometrics,
Vol. 12, No. 2, pp. 345-361, May 1970.

The problem of obtaining exact confidence bounds for the shape
parameter and for reliable life is considered in detail in this paper when
a two-parameter Weibull distribution is assumed. Analytically derived
bounds for both these parameters from only a few observations compare
well with those derived by Monte Carlo procedures using all the ordered
observations.

Mann, N.R., "Exact Three-Order-Statistic Confidence Bounds on
Reliable Life for a Weibull Model with Progressive Censoring,"
Jour. of the American Statistical Association, Vol. 64, pp. 306-315,
March 1969.
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48.

49.

50.

51.

52.

Mann, N.R. and Saunders, S.C., "On Evaluation of Warranty
Assurance When Life has Weibull Distribution," Biometrika, Vol.

56, No. 3, pp. 615-625, 1969.

The warranty period, which must satisfy an assurance
criterion at the prescribed probability level regardless of the true
parameter values within the distribution, was calculated from a
small preliminary sample of life lengths by using a two~parameter
Weibull distribution model.

Mann, N.R., "Point and Interval Estimation Procedures for the Two-
Parameter Weibull and Extreme-Value Distributions," Technometrics,
Vol. 10, No. 2, pp. 231-256, May 1968.

Point estimators of parameters of the first asymptolic distribution
of smallest values, or, the extreme-value distribution, are surveyed
and compared. The investigation is applicable to the estimation of
Weibull parameters, since the logarithms of variates having the two-
parameter Weibull distribution are variates from the extreme-value
distribution.

Mann, N.R., "Tables for Obtaining the Best Linear Invariant Estimates
of Parameters of the Weibull Distribution, " Technometrics, Vol. 9,
No. 4, pp. 629-645, Nov. 1967.

Tables are given for estimating log reliable life, where the
estimator is best among linear estimators with expected loss invariant
under translations, after a censored life-test situation is considered
and the assumption of a Weibull distribution for failure times is made.

Mann, N.R., and Fertig, K.W., “"Tables for Obtaining Weibull
Confidence Bounds and Tolerance Bounds Based on Best Linear
Invariant Estimates of Parameters of the Extreme-Value Distribution, "
Technometrics, Vol. 15, No. 1, pp. 87-101, Feb., 1973.

Tables are given for obtaining confidence bounds for the two
parameters and the 90th, 95th, and 99th percentiles of the two-
parameter Weibull or extreme-value distribution. Discussion is
included concerning other methods of obtaining confidence and tolerance
bounds for these distributions.

Mann, N.R., "Warranty Periods Based on Three Ordered Sample
Observations from a Weibull Population,” IEEE Transactions on
Reliability, Vol. R-19, No. 4, Nov. 1970.

Investigation is made of using Weibull failure data to determine
warranty periods for lots to be manufactured in the future.
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53.

54,

55l

56.

57.

58.

Markovic, R.D., "Probability Functions of Best Fit to Distributions
of Annual Precipitation and Runoff," Hydrology Paper No. 8,
Colorado State University, Fort Collins, Colo., Aug. 1965.

Five probability functions--Normal, Log-normal with 2,
Log-normal with 3, Gamma with 2 and Gamma with 3 parameters--
are fitted to each individual observed distribution of 2056 selected
precipitation and river gaging stations in the Western United States
and Southwestern Canada. As a result of this study, it has been
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APPENDIX F

COMPUTER PROGRAM FLOFREQ

Origin of program.
This program was written at the Center for Research in Water Resources

of The University of Texas at Austin by David Ford under the direction of Leo R.
Beard. Techniques and criteria contained in the program were developed in
CRWR under the guidance of the Water Resources Council Work Group on Flood
Flow Frequencies and through the auspices of the Office of Water Resources

Research.

Pufpose of the program.
Based on the research conducted under OWRR Grant No. 14-31-0001-

9088, this program was designed to accept annual streamflow data and evaluate
flood flow frequencies using the Log Pearson III function. The program applies
criteria developed through this research to evaluate streamflow records
containing zero flows, outliers, and historical records, should they exist.

Station identification information, statistics, and computed frequency
tables are printed for each station. In addition, a table of input flows, ordered
flows, and plotting positions and a plot of frequency data and points on the
computed frequency function may be printed.

Methods.
Program FLOFREQ is designed to accept annual peak flow data either

from magnetic tape or from punched cards. After the peak flow data is input,

a punched card with the station identification number, regional skew coefficient,
and any historical data, if it exists, is read. The station number read with

peak flow data and the station number input with skew coefficient and historical
data are compared to ensure proper order of input. A search is then made to
check for years of missing data. These are ignored in development of the
frequency curve.

A count is made of zero flows and of outliers on the lower end of the
record. For this test, outliers are identified as flows with logarithms more
than 2.5 standard deviations less than the mean of the logarithms of the
recorded flows. All zero flows and outliers are discarded and the computed
frequencies are adjusted by the proportion of non-zero, non-outlier flows.

Information on pre-record flows may be specified either by supplying
magnitudes of the historical flows or by indicating that maximum recorded flows
have not been exceeded during a given period. These cases are handled
as follows:
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a. Magnitudes of historical flows are specified.

Only pre-record flow magnitudes that exceed the maximum recorded
flow are accepted for special treatment. For each pre-record flow, the
plotting position (exceedence frequency) obtained from the formula (M-.3)/
(NT+.4) is converted to a Gaussian deviate. For all recorded flows, the larger
- exceedence frequency of that computed from the above formula or the formula
(M+.3)/(N+.4) is converted to a Gaussian deviate. In these formulas, NT
is the total years of record and pre-record, and N is the number of years of

record .

The mean and standard deviation of all Gaussian deviates are computed
and divided by the standard deviation of Gaussian deviates computed for
recorded flows using the second formula above. This divisor is approximately
1.0 and adjusts for slight bias that might exist in the plotting position
computation and transformation. The standard deviation of all flow logarithms
(including pre-record values) is then computed and divided by the de-biased
standard deviation of Gaussian deviates. This gives essentially a "best-fit"
standard deviation for the normal distribution for the incomplete sample. The
mean logarithm of all flows is then decreased by the product of this standard
deviation and the mean of all Gaussian deviates. This gives essentially a
best-fit mean for the normal distribution for the incomplete sample.

b. Information regarding the non-exceedence of maximum flows is
specified.

The largest flow of record is then the largest flow for the entire period
of record and pre-record information. It's plotting position is computed
accordingly, and the procedure for computing mean and standard deviation as
described in the preceding paragraph is followed.

When no historical information is input (NHIST is 0 or blank) the
year identification numbers are examined in sequence until 2 consecutive
year numbers are reached. Any years preceding these are assumed to be
pre-record flow estimates. If pre-record flow estimates are found under this
criterion, computation of the plotting positions, mean, and standard deviation
is as in section a above. Otherwise the mean and standard deviation for each
data set are computed in accordance with the following equations:

X = = (1)

2 =

2

|



where X | = - logarithm of a single peak flow magnitude

X = deviation of the logérithm of a single magnitude
from the mean logarithm of flow magnitude

X = mean logarithm
S = ~ standard deviation of logarithms -
N = number of items in the data set

In all cases, regardless of existence of or lack of pre-record
information, the skew coefficient is calculated, based on recorded data

“as follows:

g = Nrx - | (3)
(N-1)(N-2)8S
This value is then used in computation of Pearson deviates. As an option, a
regional skew value may be used rather than the calculated value. Flow
logarithms are related to these statistics by use of the following equation:

X = §+ks

where

X logarithm of a peak flow

K = Pearson Type III deviate

The frequency curve is established using this equation by computing
flows corresponding to specified exceedence frequencies as follows:

~—

a. Where zeros or outliers at the lower end exist, specified
exceedence frequencies are multiplied by the ratio of total number of years
of record to the number of non-zero, non-outlier years of record.

b. These exceedence frequencies are converted to k values
corresponding to expected-probability exceedence frequencies by solving for
student's t corresponding to the exceedence frequency, multiplying the t
value by (N+1)/N and using the approximate Pearson Type III transform given
in reference 6 of the main report.

Input. ' ,
Input for program FLOFREQ is accomplished via punched card input
file (TAPES) and magnetic tape (TAPE4). As an. option, the magnetic tape input
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may be omitted, with all data then being read from punched card input.
Geflerally, values read from punched input control the operation of the
program, provide the skew coefficient to be used and indicate historical
flow data, if any. Values read from magnetic tape (or from punched input
on option) include USGS station identification information and the peak flow
data.

Variable locations for each input card are shown by field number.
Each card is divided into ten fields of eight columns each. Unless otherwise
specified, each variable must be right justified in the field, with no decimal
points punched.
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Card A, one card for entire computer job.

Field Variable
1 NPUT
2 NSKIP
3 NREAD
4 IPLOT
5-10 IUNIT

Value

<0

>0

20

20

(0

Alphanumeric

&

Description
Peak flow data is to be read from magnetic

tape.

Peak flow data is to be read from punched
cards.

Internal tape advance for TAPE4. NSKIP
stations are read and wasted before first
station to be included in this job is read.
If NPUT > 0, this value is ignored.

Number of stations to be read and analyzed
this job.

Input flows, ordered flows, plotting positions
and a plot of discharge vs. expected
probability of exceedence will be included

in output.

Table of flows, plotting positions and plot
are suppressed.

Descriptor of units of discharge (left
justified)

Card B*, one card per station if NPUT > 0. Otherwise, card is omitted.

Field Variable
1 IDSTA
2 IYR

3-7 ISTAT

Value

20
20

Alphanumeric

' Description
USGS station identification number

Number of years of record to be input,
including missing data.

Station identification description

Card C*, one card for each five years of record if NPUT > 0. Otherwise,

card is omitted.

Field Variable

1,3,5,7,9 IYRA(D
2,4,6,8,10 QI

Value

Description
Year of peak flow

Peak flow magnitude. Decimal point is
assumed at right of field unless punched.
If data is missing, leave blank.
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Card D*, one card per station

Field Variable
1 ITMP-
2 SKW
3 NHIST
4 IYRHS
5-10 QH(I)

*When flow data are read from cards,

for each station in tumn.

Data are read from TAPE4 as follows

Variable Format

IDSTA 18

ISTAT 4A10,A5
IYR I8
IYRA(1) 14

Q(1) . F7.0
IYRA(2)

Q(2)

etc.

Value

20

<-99
>-99

>0

0 or

blank

(0

20

Description :
Temporary variable. Must match IDSTA

(station identification number) punched
on Card B or job will terminate.

Calculated skew coefficient is to be used.

Value of SKW is to be used as skew
coefficient. Decimal point is assumed at
right of field unless punched.

Number of years of historical (pre-record)
data to be input. Data on cards C should
be record data only

All flows in years prior to first 2
consecutive years are treated as historical
data.

Indicates that ABS(NHIST) recorded values
are known not to have been exceeded in
historical period. Data on cards C should
be record data only.

Earliest year of historical data. Ighnored
if NHIST is 0 or blank.

Historical peak flow magnitudes. Decimal
point is assumed at right of field unless
punched.

cards B, C and D are provided together

Description

Station identification number
Alphanumeric station identification
Number of years of record

Year of first peak flow

First peak flow magnitude

Year of second peak flow

Second peak flow magnitude

Format for USGS tape is (I8,12X,4A10,A5,19X,18,27X,/(14,6X,F7.0,2X)
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Output.
A sample of the output from program FLOFREQ follows the attached

source program listing. This output consists of:

(a) Station number and identification, chronological and ordered
data and plotting positions

(b) Computed statistics, the input regional skew coefficient, the
computed function, and, if desired, a plotting of the observed data and the
computed function.



Definitions of Variables
Program FLOFREQ

AK - Pearson Type III deviate

AMQ - Arithmetic mean of peak flows

AMX - Mean of logarithms of flows

B(I) - Probability of exceedence values adjusted for zero flows
and outliers

G - Coefficient of skew used to compute frequency curve (G=GCAL
or G=SKW)

GCAL - Computed, coefficient of skew

I - Temporary counter or index

IDSTA - USGS station identification number

IER - Error indicator for statistical subroutines (MDSTI and MDNOR)

IHD - Number of input historical flows omitted as less than

maximum flow of record
IPLOT - Output control. Negative value suppresses table of flows
and plotting positions and plot of frequency data and points

on computed frequency curve

ISTAT(5) - Alphanumeric station identifier

IT MP - Temporary variable

IUNIT (4) - Alphanumeric descriptor of units of discharge

IYR - Number of years of peak flow data input, including missing data

IYRA(D) - Year of peak flow

IYRHS - Earliest year of historical record

IZERO - Number of zero flows and outliers

T - Temporary index or counter

K - Temporary index or counter

N - Number of years of record input less blanks, zero flows and
outliers
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NBLANK
NHIST

NPUT

NQH
NREAD
NSKIP
NSTA
'NT
NVAL(D

NYRH

PLOTP(I,])
PPH

PPHB

PPR

PPRB

Number of missing (blank) peak flows

Indicator for historical peak flows. Positive value indicates
NHIST historical values are to be input. Zero indicates no
historical values are to be input and all values prior to first
consecutive years of record of input peak flow data are to

be treated as historical data. Negative value indicates

that it is known that the maximum value of the input peak
flow data is the ABS(NHIST) largest value since year IYRHS
Indicator of form of input of peak flow data. If >0, peak flow
data is to be input from punched cards. Otherwise, input is
from magnetic tape.

Total number of peak flows (input record plus historical flows)
Number of stations to be analyzed this run

Program tape advance. For NPUT < 0, NSKIP stations are read
and wasted before analysis begins

Counter of number of stations analyzed

Number of peak flow values input, less missing data

For plot routine, number of values to be plotted as observed

or computed flows

- Length of period of record beginning with year of earliest

historical data

Plotting positions of observed flows

Plotting position (M-0.3/N+0.4) based on length of record
defined by earliest historical data _

Plotting position (M/N+1) based on length of record defined
by earliest historical data

Plotting position (M-0.3/N+0.4) based on length of

period of actual recorded data

Plotting position (M/N+1) based on length of period of actual

recorded data



QD

QH(D)

QNTY(L,])
R(I, D
RTIO

SKwW

SMSQH

SMSQQ
SMSQR

STAR(17)
SUMH

SUMQH
TEMP
TEMPA
TMP

TP

u(1)

X(1)

Array of recorded peak flow data arranged in descending

magnitude

Array of historical peak flow data arranged in descending
magnitude

Array of flow magnitudes for plotting

Array of plotting positions and probability values for plotting
Probability adjustment ratio. When zero flows and/or outliers
exist, the probability of exceedence is adjusted by ratio of
total number of flows to number of non-zero, non-outlier flows
Standard deviation of logs of flows

Input skew coefficient. If SKW > -99., This value is used

to compute frequency curve. Otherwise computed skew
coefficient (GCAL is used.

Sum of squares of normal deviates of plotting positions of
historical flows

Sum of squares logarithms of flows (including historical data)
Sum of squares of normal deviates of plotting positions based
on length of period of actual recorded data

Array of alphanumeric character*

Sum of normal deviates of plotting positions based on

length of period of actual recorded data

Sum of logarithms of flows (including historical data)
Temporary variable

Temporary variable

Temporary variable

Temporary variable

Array of input peak flows

Array of logarithms of peak flows
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OO0 OO0

o000

10

a0

PROGRAM FLOFREQUINPUT,OUTPUT,TAPES=INPUT, TAPEGROUTPUT, TAPEYL)
DIMENSION Q(13@),X(138),PLOTP(2,136),ANTY(2,138),R(2,138),U(1302),
i IYRA(1302),8TARCL7),B(13),NVAL(2),ISTAT(5),0H(8),IYRH(B),

2 IUNIT(4)
CATA (STARCJI) o JZL )1 7)/1THBHXRRRRAR K/

TAPEY4 =~ INPUT DATA TAPE
TAPES » LOGICAL CARD INPUT UNIT
TAPE6 » LOGICAL PRINTER OUTPUT UNIT

WRITE (6,660)
SET UP DESIRED PROBABILITIES

OF EXCEEDENCE

R(2,1)=,0014
R(2,2)=,003
R(2,3)=,01}
R(2,4)=,03
R(Z!S)'.i
R(2,6)m,3
R(2,7)3,5
R(EOB)’.7
R(2,9)=3,9
R(2,18)=,97
R(2,11)2,99
R(2,12)%,997
R(2,13)3,999
*ACARD Axnx
PROGRAM CONTROL PARAMETERS
ONE CARD PER RUN
READ (5,340) NPUT,NSKIP,NREAD,IPLOT,IUNIT
NSTA=Q
IF (IUNIT(1),NE,10H ) GO T0 10
IUNIT(1)=1@HCUBIC FEET
IUNIT(2)=1@8H PER SECON

IUNIT(3)=310HD

IUNIT(4)=10H
PROGRAM ALWAYS BRANCHES TO STEP 24 TO READ
NEXT STATION

CONTINUE

IHD=2

INITIALIZE ARRAYS
DO 28 121,130 ,

Q(I)=p,
utIy=o,
1YRACI) =0,
R(1,1)a8,

DO 20 J=1,2
PLOTP(J, 1) =0,
ANTY(J,1) =0,
CONTINUE
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DO 30 I=1,8

QH(I) =0,

CONTINUVE
CHECK TYPE OF INPUT

IF (NPUT,GT40) GO TO 70
PEAK FLOW DATA INPUT FROM TAPE

IF (NSKIP,LE,@,0R,NSTA,GT,B8) GO TO S0
READ AND WASTE TAPE UP TO DESIRED STATION

DO 4@ J=1,NSKIP
READ (4,550) IDSTA,ISTAT,IYR,(IYRA(CI),U(I),1%§,1YR)

IF (EOF,4) 60,40

CONTINUE
READ DATA FOR ONE STATION
READ (4,558) IDSTA,ISTAT,IYR,(IYRACI),U(I),I=1,1YR)
IF (EOF.,4) 68,82

STOP
PEAK FLOW DATA INPUT FROM CARDS
ONE SET PER STATION
**xCARD Bxa
READ (5,560) IDSTA,IYR,ISTAT
**CARD Cwax

READ (S5,578) C(IYRACI), U(I),I=s$,IYR)
IF (EOF,S5) 60,89
NSTASNSTA+Y
AXCARD Dan
READ STATION NO,,SKEW COEFF,,HISTORICAL
DATA' FROM CARD,
ONE CARD PER STATION (REGARDLESS OF FORM OF
INPUT OF PEAK FLOW DATA)
READ (5,638) ITMP,SKW,NHIST,IYRHS,(IYRH(I),QH(I),I=n1,3)
IF (NRIST,GT,3) READ (5,680) (IYRH(I),QWH(I),I=4,NHIST)
IF INPUT STATION NO, DOES NOT MATCH STATION
NO, READ WITH PEAK FLOW DATA, TERMINATE JOB
IF (IDSTA,EQ,1TMP) GO TO 90
WRITE (6,608)
STOP
CONTINUE

0O 108 I=1,IYR
@(I)=U(I)

CONTINUVE
IF BLANKS WERE READ REMOVE THEM

AND SHIFT @ ARRAY, UPDATE N
NBLANK=@
DO 136 I=1,IYR

TEMP=Q(I)
THE FOLLOWING STATEMENT MAY BE INVALID

FOR CERTAIN FORTRAN COMPILERS,
FOR UNIV, OF TEXAS FORTRAN (RUN 60,2)
COMPILER IT WILL TESY FOR BLANK (NO PUNCH)
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110

120
130

shaEsNaNel

140

OO0

150
160

178
180

IF (( NOT,TEMP) 120,118
CONTINUE
NBLANKENBLANK+1]
GO TO 130
CONTINUE
G(IwNBLANK)STEMP
CONTINUE
NzIYRaNBLANK

IF (NMIST,NE,8) GO TO 160
IF NHIST=® PROGRAM ROUTINE FOR DETERMINING

HISTORICAL DATA WILL BE USED
TEST DATA FOR NONw»CONSECUTIVE YEARS OF
RECORD,  THESE ARE TREATED AS HISTORICAL
DATA,

IYRHSaIYRA(})

1=}

CONTINUE

JRI+}

ITMPEIYRA(J)»]IYRA(I)

IF (ITMP,EQ,§) GO TO 160
NaNw}
IYR=]1YRe1

NHISTaNHIST+4
PUT NONwCONSECUTIVE YEARS IN QH AND IYRH

ARRAYS, THESE WILL BE TREATED BY SAME
ALGORITHM USED IF HIST, DATA I8 INPUT
VIA CARD D,
QH(NMIST)=Q(])
IYRH(NNIST)I®SIYRA(I)
DO 1S58 Km§,N
IYRACK)SIYRACJ)
Q(K)=Q(J)
UCK)au(J)
JaJel
CONTINUE
GO TO 140
CONTINUE
CALL ROUTINE TO ORDER FLOWS
CALL ORDER (Q¢N)
NT=N
TEST FOR ZERO FLONWS
IZERO=g
DO 180 I=y,N
YP=Q(]) _
IF (TP,GT,2) GO TO 170
I1ZERO=IZERO+{
GO TO 168
X(I)sALOG1B(TP)
CONTINUE .
NSNe JZERQ
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e RsXalg]

190

200

a1

220

230

COOOODOO0O0 a0

NVAL(1)=N
10UT=0

GO TO 200
TEST FOR OUTLIERS ON LOWER END OF RECORD

FOR TEST OUTLIER IS8 DEFINED AS FLOW LESS
2.5 STANDARD DEVIATIONS BELOW MEAN OF LOGS
OF NONwZEROD FLOWS

IF (X(N)GT,TEMP) GO TO 230

ITMP=N=]
REMOVE NO MORE THAN NT/3 VALUES AS OUTLIERS

IF CITMP,LEL.2%NT/3) GO TO 230
N=ITMP
IOUT=I0UT+1
TMP=z0,

_ COMPUTE MEAN AND STANDARD DEVIATION
D0 218 I=i,N

TMP=TMP+X (1)

CONTINUE ,

AMXSTMP/FLOAT(N)

TMP=20,

DO 228 I=i,N

TMP2TMP+(X(I)»AMX) x%2

-CONTINUE

TPESQART (TMP/FLOAT (Ne1))
TEMP=AMXw2 5% TP
G0 TO 190

DETERMINE RATIO OF TOTAL NO, OF FLOWS TO
NO, OF NONZERO FLOWS

RTIOSFLOAT(NY)/FLOAT(N)
NVAL(1) POINTS WILL BE PLOTTED AS OBSERVED
DATA,
N IS THE TOTAL NUMBER OF RECORDED PEAK
FLOWS LESS BLANKS, ZEROES, AND OUTLIERS,
NT IS THE TOTAL NUMBER OF RECORDED FLOWS
LESS ZEROES,
ADJUST PROBABILITIES FOR IERO FLOWS
AND/OR OQUTLIERS

BC1)S1,w»(,001*RTI0)

B(2)=1,»(,883*%RTI0)

B(3)=1,»(,01#RTIO)

B(4)31,w( 03%RTIO)

B(S)=y e () i#RTIO)

B(b)slg’(|3*RTIOJ

B(7)=1,=(,5%RTI0)

B(8)%1,m(,7ARTIO)

B(9)=1,»(,9%RTI0)

B(18)=1,%(,97*RTI0)

B(11)m),=(,99%RTI0)

B(12)%1,=(,997%RTID)

B(13)al,»(,999*RTID)
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o0

e NeRe] o0

250

260

270
280

SUMHB®,
SMSGRQDQ
S$MSQHEB,
SUMGH=2,
SMSQGRD,
TEMPARNY

HISTORICAL DATA ROUTINE
IF (NHIST) 358,400,249
TEMPRQCY)

IYRH
ITMPRIYReNNIST
JeIYR
DO 258 Isi,IYR
IYRACITMP)SIYRAC(J)
UCITMPISY(CS)
ITHMPSITMRe]
JajJel
CONTINUE
DO 260 I®4,NHIST
IYRACI)=®IYRH(I)
U(I)=QH(l)
CONTINUE

IVRaIYR#NHIST
OMIT HISTORICAL FLOWS LESS THAN MAXIMUM

FLOW OF CONTINUOUS RECORD

DO 280 Isi,NHIST
TMP2ON (1)
IF (TMP,GT,TEMP) GO TO 270
IHD=IMD#+4
60 70 280
GHC(IwIND)®MTMP
CONTINUE

NHISTaNNISTeIHD
IF ALL HIST, DATA IS LESS THAN MAX,

PEAK OF CONTINUOUS RECORD, NHIST = =i}
IF (NMIST,LE,@) NHISTmei
IF (NHIST,LT,08) GO TO 350
' CALL ROUTINE TO ORDER INPUT HISTORICAL
FLOWS
IF (NHIST,GT,1) CALL ORDER (QH,NHIST)
NYRH IS LENGTH OF ENTIRE PERIOD OF
KNOWLEDGE (INCLUDING BOTH CONTINUOUS
RECORD AND HIST, DATA)
NYRHBIYRACIYR)w]YRHS+1eNBL ANK
NQHENT+NHIST
TEMPRNYRH
00 320 Imi,NGH
JuleNHIST
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SHIFT U AND IYRA ARRAYS AND INSERT QH AND



OO0

OO0

290

300

310

320

330

340

TMP=1
CALCULATE PLOTTING POSITIONS USING FULL

PERIOD OF RECORD (INCLUDING HISTORICAL
DATA)
PPHE(TMPw,3)/ (TEMP#,4)
PPHBSTMP/ (TEMP+1,)
IF (J,GT,N) GO TO 298
IF (J,LE.@) TP=ALOG12(GH(I))
IF (J,6T,2) TP=ALOG1B(G(J))
SM50QESM3QA+TPA %2
SUMOHESUMGH+TP
IF (J,LE,®) GO TO 310

TMPaJ
CALCULATE PLOTTING POSITIONS USING LENGTH
OF PERIOD OF RECORDED FLOWS

PPRE(TMP» ,3)/(TEMPA+,4)
PPRBSTMP/(TEMPA+1,)

IF (J,GT4N) GO YO 300
TMP=] ,«PPRARTIO
CALL MDNRIS (TMP,TP,IER)
SMSQR=SMSQAR+TPx%x2
IF (PPHB,LT,PPRB) PPHBZPPRB
IF (PPH,LT,PPR) PPH=PPR
PLOTP(2,1)=PPH
PLOTP(1,I)aPPHB

IF (J.GT,N) GO TO 320
TMP=1 ,#wPPH%RTIO
CALL MDNRIS (TMP,TP,1ER)
SUMHSSUMH+TP
SMSQH=SMSQH*TPA%2
CONTINUE _
REPOSITION QuwARRAY AND ADD HISTORICAL FLOWS
TP=aN
TMPEN#NHIST
J=N
ITMP=N#NHIST
DO 339 I=i,N
QCITMP)=Q(J)
XCITMPYBX (J)
JaJw]
ITMPSITMPwY
CONTINUE ,
D0 340 I=i,NHIST

"@(I)=aH(I)

X(1)=ALOG1O(QH(1))
CONTINUE

GO TO 398
CONTROL PASSES TO HERE IF IT IS KNOWN THAT

ABS(NHIST) HIGHEST FLOWS OF RECORD HWAVE NOT
BEEN EXCEEDED
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350 NYRMSIYRACIYR)=IYRHS+1=NBLANK
DO 380 I=1,NY
TMP=]
PPH=(TMP= ,3)/(TEMPA+,4)
PPHB=TMP/ (TEMPA+L,)
IF (1,6T,N) GO TO 370
TEMP=] ,«PPHARTIO
CALL MONRIS (TEMP,TP,1ER)
SMSOR=SMSQAR+TP%%2
IF (I,GT,=»NHIST) GO TO 360
TP=NYRH
PRPHz(TMPe ,3)/(TP+,4)
PPHBaTMP/(TP+1,)
TEMP=1 ,«PPH*RTIO
~CALL MDNRIS (TEMP,TP,I1ER)
360 SMSQHESMSQMeTPxA2
SUMHSSUMH+TP
TP=ALOGIR(0CY))
SUMGHESUMQH+TP
SMSQO=SMSQALTPRX2
3792 PLOTP(2,1)=PPH
PLOTP(1,1)=PPHB
380 CONTINUE
TREN
TMP=TP
390 TEMPH(SMSQHwSUMHAA2/TMP)/TMP
TEMPARSMSQR/TP
SMSOMa3SART(TEMP/TEMPA)
SMSQOmSORT((SMSAQwSUMAHAN2/TMP) /TMP)
DETERMINE MEAN AND STANDARD DEVIATION
SuSMSQQ/SMSQM
AMXBSUMAH/TMPwSASUMK/TMP

60 TO0 429
CALCULATE PLOTTING POSITIONS

W00 TP=NTed
. TEMP=@,
TEMPARFLOAT(NT)+8,4
DO 440 I=1,NT
PLOTP(1,1)=FLOAT(I)/TP
PLOTP(2,1)8(FLOAT(I)w,3)/TEMPA
IF (I1,6T4N) GO TO 4i0
TEMPRTEMP+X (1)
419 CONTINUE
DETERMINE ARITHMETIC MEAN AND MEAN OF LOGS
AMXSTEMP/FLOAT(N)
420 J=0
TEMP=ED,
TMP=R,
TEMPARQ,
IF (NMIST,GT,0) JaNHWIST

F-17



Q0

o0 o

430

449

DO 438 I=1,N

JaJe}

TPeX (J)wAMX
TEMP=TEMP+TPAX2
TMP=TMP+TP#23
TEMPASTEMPAQ(I)
CONTINUE
AMQeTEMPA/FLOAT(N)

DETERMINE STANDARD DEVIATION FOR CASE WITH

NO HISTORICAL FLOW DATA
TP2SQRT(TEMP/FLOAT(Nei))
IF (NHIST,EQ,8) 8=TP
TEMPa(Nel)a(New2)
CALCULATE SKEW COEFFICIENT
GCALB(FLOAT(N)XTMP)/(TEMP*TP%xx3)
IF INPUY SKEW COEFF, LE »99,, USE
CALCULATED SKEW COEFF, OTHERWISE USE
INPUT SKEW COEFF,
Ge=GCAL
IF (SKW,GT,*99,) GmSKW
TPaNwi
NYAL(2)=13
DO 448 J=1,13
IF (BCJ) LEB,) NVAL(2)=NVAL(2)=1
CONTINUE
ITMReNVAL(2)
DO 498 J=21,ITMP
TMPaB(J)
TEMP23,
IF (TMP,LE,®,) GO TO 480
ADJUST TO EXPECTED PROBABILITY
TEMPAGw] .
IF (TMPw,5) 460,470,450
TMPz] ;e TMP
TEMPASY,
TMP=TMP%2
CALL ROUTINE FOR INVERSE STUDENT»S T
CALL MDSTI (TMP,TP,TEMP,IER)
TEMPARTEMPASQRY((TP+2,)/(TP+1,))
TEMPETEMPATEMPA
AKESTEMP
APPROX, TRANSFORM FROM NORMAL DEVIATE 7O
PEARSON TYPE IIl1 DEVIATE
IF (GoNE.B,) AKS(2,/G)*(((((G/6,)*(TEMPwG/6,))¢+1,)xx3)ml,)
REVERSE TRANSFORM
TEMPS (10, A% (AMX+¢(AK%S)))
IF (TEMP,LE,0,) TEMP=E,
ANTY(2,J)=TEMP

CONTINUE
PRINY CALCULATED STATISYICS, CALCULATED
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50@

aon

510

c

c
520

c
530
5S40
550

560
57@
580

590
6090
610

FLOWS)AND CORR, PROBABILITIES
IF (NSTA,GT,1) WRITE (6,590) STAR,STAR
ITMP=aN
IF (NHIST,GT,2) ITMP=ITMP+NHIST
WRITE (6,588) IDSTA,ISTAT,IYR,NBLANK,ITMP
IF (IPLOT,LT,@) GO TO S@8
ITMPENT
IF (NHIST,GT,0) ITMP=ITMP+NHIST
NVAL(1)=]ITMP
WRITE (6,670) (IYRA(I),UCI),QG(I),1,PLOTP(1,1),PLOTP(2,1),I21,1TMP)
ITP=1TMP+1
IF (IYR4GTLITMP) WRITE (6,610) (IYRA(I),U(I1),I1=ITP,IYR)
IF (IHD(GT,@) WRITE (6,640) IHD
IF (I0UT,GT,.2) WRITE (6,698) I0UT
WRITE (6,6508) STAR
TEMP=ANTY(2,13)

ITMPaNVAL(2)
IF (TEMP,GE41,) WRITE (6,620) AMQ,AMX,8,6CAL,G,(ANTY(2,J),R(2,J),

1 Ja21,1TMP)
IF (TEMP,LT,1,) WRITE (6,620) AMQ,AMX,5,GCAL,G,(ONTY(2,J),R(2,J),

1 J=21,ITMP)
CALL PLOT ROUTINE

IF (IPLOT,.LT.®) GO TO 520
ITMP=NVAL (1)
DO 510 I=1,ITMP
GNTY(1,1)=Q(])
R(1,1)=3PLOTP(2,1)
CONTINUE
WRITE (6,538) IUNITY

CALL PLOG (2,NVAL,QNTY,R)
IF MQRE STATIONS ARE TO BE ANALYZED GO

BACK TO BEGINNING
IF (NSTALLT.NREAD) GO TO 10

FORMAT (///,40X,13HOISCHARGE IN 4A10Q)

FORMAT (1X,17,318,4A10)

FORMAT . (18,12X,4A10,A5,19X, 18,27X%, /7(TCI4,6X,FT,8,2
1X)3)

FORMAT (1X,17,18,4A10,A5)

FORMAT (1X,17,F8,0,4(18,F8,0)) :

FORMAT  (38X,18,5X,4A18,A5,///,5%,24HTOTAL NO, OF VALUES READ,8X,1
iH®,18,/,5X,19HNO, OF BLANK VALUES,13X,iH=,18,/,5X,33HNO, OF VALUES

2 USED FOR ANALYSIS =,18,//)

FgRMAT (2(/,17A8))
FORMAT (5X,35HDATA OUT OF ORDER e= JOB TERMINATED)

FORMAT (I11,F14,8)

620, FORMAT (/,56X,15H,06 PEARSON I1II,/,5X,21HARITHMETIC MEAN =,F1

12,5,/,5X,21HMEAN OF LO0GS, 2,F12,5,/,5X,21HSTANDARD DEVIATION
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12 EslaResNalaNels NeNeNoNe NeRaXa s

630
640
658
660
670

680
690

10

e

3,F12,5,/¢5%X,24HCOEFFICIENT OF SKEW =,F12,5,5X,11HCHANGED TO F12

3,5¢//09%Xs4HFLOW,7X,20HEXPECTED PROBABILITY,/,20X,16H OF EXCEEDEN
HCE,/(F14,8,F16,3))

FORMAT (1XII70F8'ﬂ1215'3(181F6'0))

FORMAT (I11,49H PRE«RECORD FLOWS LESS THAN MAXIMUM RECORDED FLOW)
FORMATY (17A8)

FORMAT (1M1,50X,33HFLO0D FLOW FREQUENCY COMPUTATIONS,///)

FORMAT (SX,7HYEAR OF ,6X,8HOBSERVED,6X, THORDERED,7X, 4HRANK ,5X,17H

IPLOTTING POSITION,/,SX,9HPEAK FLOW,4X,9HPEAK FLOW,5X,9HPEAK FLOW,1
24Xy SHM/N+1,8X,11HMeB ,3/N¥B,4,/(111,F14,0,F14,0,110,F12,5,F15,5))

FORMAT (5(18,F8,8))
FORMAT (I%1,56H OUTLIERS ON LOWER END OF RECORD (TREATED AS ZERO

iFLOWS))

1

END
SUBROUTINE PLOG (NVAR,NVAL,QNTY,P)

U P 0 Oy P D 0 P O R (P O S WP D e D WP T R R O N AR G P P 0N O D P G O Y U D U SR 4D D R S W TR b W D P U TR U5 T G U D o U S u O ay

FUNCTION = PROVIDES A LINE«PRINTER PLOT OF
MAGNITUDE VS, PROBABILITY OF
EXCEEDENCE,

USAGE o CALL PLOG (NVARyNVAL,GNTY,P)

PARAMETERS NVAR « NUMBER OF FUNCTIONS TO BE PLOTTED,

CURRENTLY LIMITED 70 2,

NVAL » NUMBER OF VALUES T0 BE PLOTTED
ON EACH CURVE,

GNTY e INPUT MAGNITUDE, VALUES MUST BE
ARRANGED IN ORDER OF DECREASING
MAGNITUDE,

P » INPUT PROBABILITIES,

PRECISION w SINGLE

LI T T LI Y Y YT P YL Y P P Y L P AL P P Y R IR D T Y Y L L X T

DIMENSION NVAL(2),GNTY(2,138),P(2,132),18CL(3),NLINC3),SYMBL (1080),
PRB(128),GRID(132),PLOT(132)

DOUBLE PRECISION CNST ,

INTEGER GRID,PLOT,SYMBL

DATA ISTAR,IX,IPER,IDASH,IBLANK/1H®1HX,1H,)tHe,1H /

WRITE (6,220)

DO 10 J=8,132

GRID(J)IZIBLANK

CONTINUE

GRID(8)=IPER

GRID(43)sIPER

GRID(23)=IPER

GRID(32)=1PER

GRID(44)=2IPER

GRID(60) 2IPER

GRID(72)=IPER

GRID(BB)WIPER

GRID(96)aIPER

F-20



20
3@

4@

50

60

70

8p0
90

GRID(1@8)=IPER
GRID(117)=IPER
GRID(125)=IPER
GRID(132)=IPER

DETERMINE RANGE OF MAGNITUDE TO BE PLOTTED

aMAX=0,
AMINE999999,
DO 32 J=i,NVAR
NGENVAL (J)
DO 2¢ Is1,N@
IF (QNTYCJ,1),LT,GMIN) QMINAGNTY(J,I)
IF CONTY(J, 1) GToGMAX) GMAXSGNTY(J,1)
CONTINUE
CONTINUE

IF (GMAX,GT,1,) GO TO 4@
WRITE (6,238)
RETURN
CONTINUE |
IF CQMIN,LT,GMAX%,0081) GMINEQMAX*,0081
IFCTRaY

IF (GMIN,GT.1,) GO TO 5@
TMP8528020, /GMAX
TEMPR1,/QMIN
ITPEALOG1d (TMP)
ITMPALOG1B(TEMP)
IF (TEMP(GT,1,) ITMPEITMP#!
IF (ITMP.GT,ITP) ITMPRITP
IFCTRwi@wx I TMP
WRITE (6,248) IFCTR

SET UPPER LIMIT OF GRID

CONTINUE _
ITPRALOG1E(GMAX)
TMPEAMAX/ 18, #*ITP
1TMP=10
IF (TMP,LE,5,) ITMP=5
IF (TMP.LEs2.) ITMPa2

IF (ITMPwS) 88,70,60
CONTINUE
Jimi

G0 TO 98
CONTINUE
JJ=2

GO T0 90
CONTINUE
JJa3
CONTINUE
ITHPSITMPHigan]ITP2IFCTR
ISCALRITMP .
GMX=]1THP
TEMPRIFCTR
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OMX=QAMX/TEMP
S8ET LOWER LIMIY OF GRID
TEMP=ALOGIB(QMIN)
IP=TEMP
IF (TEMP.LT,0,) IP=]IPw»}
TMPaQMIN/ 1B xnx]IP
ITEMP=
IF (TMP,GT,2,) ITEMPsZ2
IF (TMP,GT,5,) ITEMPR=S
TEMPRITEMP
TMR2IFCTR
TEMPRTEMPR1Q x*IP+,000001
ITEMP=TEMP*TMP
ESTABLISH SCALE AND SPACING
TMP=ITMP/ITEMP
CNST=10,2an(w 05)
QMN=QMX/SQRT(CNST)
LINES=ALOGIO(TMP)»20,+1,1
IF (LINES,LT,21) LINES=2}
ISCL(1)=10
ISCL(2)=5
I8CL(3)=2
NLINC(1)=6
NLIN(2)=8
NLIN(3) =26
Mzl
Ne1
K®Q
DO 210 I=1,LINES
IF (I4NE,1) ISCALme!}
GMNEQMNACNST
KaKel
« lIF (KGyLEGNLINCJJ)) GO TO o0
E
JJaJJ+i
IF (JJ.6T,3) JJ=i
IF (ISCL(JJ),EQy10) ITP=ITPw}
TMP=ITP
TEMP=IFCTR
TPa3ISCL(JJI)
ISCALSTPX1Q , #*TMPRTEMP+,5
IF (1SCAL,GE,100000000008) ISCAL=3=2
1080 CONTINUE
NPNT=O
118 CONTINUE
IF (M,GT NVAL(1)) GO TO 120
IF CONTYC(1,M)LE,QMN,AND,I,LT,LINES) GO TO 129
NPNTBNPNT+}
PRB(NPNT)=P(1,M)
SYMBL (NPNT)=ISTAR
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OO0

120

130
149
150
160

170
180

190
cee

210

229
23¢
240
25@
260
270
280

MEM+ |

G0 TO 110
CONTINUE

IF (N,GT,NVAL(2)) GO TO 13@

IF CGNTYC2,N) o LE,@MNoAND I,LT,LINES) GO TO 138

ESTABLISH POINTS TO PLOT ON LINE I

NPNTENPNT#1
PRB(NPNY)=®P(2,N)
SYMBL (NPNT)=IX

NBN+§

G0 T0 120
CONTINUE |
IF (ISCALe1) 160,140,160
DO 158 J=8,132
PLOT (J)aGRID(J)
CONTINUE
G0 TO 188
DO 178 J=8,132
PLOYT(J)=IDASH
CONTINUE
IF (NPNT,LE,B) GO TO 200
DO 199 KK=1,NPNY
TEMPE 1 ,»PRB (KK)
CALL MDNRIS (TEMP,X,IER)
MMRT@,54X#20,
IF (MM,LT,8) MMa8
IF (MM GT,132) MM®132
PLOT(MN)=SYMBL (KK)

CONTINUE '
IF (ISCAL,GE,@) WRITE (6,2608) ISCAL,(PLOT(J),J=8,132)

IF (ISCAL,LT.®) WRITE (6,278) (PLOT(J),J=8,132)
CONTINUE
WRITE (6,280)
WRITE (6,258)

RETURN
FORMAT
FORMAT
FORMAT
FORMAT
FORMAY
FORMAT
FORMAT

(1HQ)

(17HOVALUES TOO SMALL)
(25HOQUANTITIES MULTIPLIED BY 16/)
(1HR)

(1X,1190,125A1)

(11X,125A1)
(10XAH99,9 3X4H99,7 SX2H99 TX2HOT 18X2H90 14X2HTB 8X2H50

1 7X2H3IO 14X2H12 11X1H3 BXIH1 6X2H,3 SX2H,1/SOX39HEXCEEDENCE FREQU
2ENCY PER HUNDRED EVENTS,///)

END

SUBROUTINE ORDER (Q,N)

(YT YT YYT Y PT I Y I P LY Y Y Y Y P Y Y Y Y L DY P P D DL YL LT T 2 o d Al

FUNCTION = NUMERICAL RANKING

F-23



OOCOO0O0OO00

10

29

2NN Ra e el Ra N Na Yo e N e N e e Ne o s Nan e a s Na

USAGE » CALL ORDER (Q,N)

PARAMETERS Q w INPUT VECTOR CONTAINING VALUES TO
BE RANKED, ON OUTPUT THKIS VECTOR
IS ARRANGED IN ORDER OF DECREASING

MAGNITUDE,
N = NUMBER OF VALUES TO BE RANKED,

PRECISION w SINGLE

0 0 0 O B P N D R Y S O P D D W R D U N e P OB P D D R U U U BT T e W P e TP D WP O W WD A G5 G S o e

DIMENSION Q(130)
NABNe |

DO 28 J=1,NA

M=J

MARJ+]

DO 1@ IsMA,N

IF (Q(I),GT,G(M)) M=]
CONTINUE

TYEMPEQ(J)

QCJ)=Q(M)

G(M)BTEMP

CONTINUE

RETURN

END

SUBROUTINE MDSTI (Q,F. X, IER)

(I X2 L L2 R LYY L L L 2 L L L LY L L L L A L Al d b L LA L L LR L LA Al

FUNCTION o INVERSE STUDENT%S T DISTRIBUTION
USAGE « CALL MDSTI (Q,F,X,1ER)
PARAMETERS G e INPUT PROBABILITY IN THE EXCLUSIVE RANGE

(0s1), (THE SUM OF THE AREAS IN BOTH TAILS
OF THE T DISTRIBUTION,)

F e DEGREES OF FREEDOM FOR T DISTRIBUTION (REAL
NUMBER NOT LESS THAN ), INPUT

X » VALUE SUCH THAY THE PROBABILITY OF THE
ABSOLUTE VALUE OF T BEING GREATER THAN X IS
@y

IER o ERROR INDICATOR
TERMINAL ERROR = 128¢N

N 3 { MEANS THAT F(DEGREES OF FREEDOM) IS
LESS THAN 1

N = 2 MEANS THAT Q@ IS OUT OF THE EXCLUSIVE
RANGE (92,1),

N 3 3 MEANS THAT AN ERROR OCCURRED IN
SUBROUTINE MDNRIS, THE INVERSE NORMAL PDF

PRECISION o SINGLE

-pq--.q-q-tqpp—qvg-.99.9---Qp---y--..----‘-.-9--,------.-¢---..-.n

1ER=0
IF (F,GE,1,) GO YO0 1@
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.3 O

o0

10

20

30

49

50

60

79
8e

90

1

TERMINAL ERROR F LT, 1

IER=129
GO TO0 80
IF (0,LE,0,0,0R,Q,GE,1,0) GO TO 60
EXACT INTEGRAL FOR 2 DEGREES OF

FREEDOM
IF (ABS(Fe2,0),67,,400001) GO TO 24¢
X.SQRTCE.GI(Q*(Z'n-Q))'2.0)

G0 T0 99
HPIm1 5787963267949
EXACT INTEGRAL FOR 1 DEGREE OF
FREEDOM
IF (ABS(Fwl,0) GT..EBBGG!) G0 10 3@
AzGnaHPI
Xe1,/TANCA)
Go T0 99
EXPANSION FOR N GREATER THAN 2
Az1,08/(Fed,5)
B248,8/(A%A)

C2((20700,%A/B=98,)%Aw16,)%A+96,36
DE((94,5/(Be¢C)=3,8)/B+1,0)28GRT (AXHPI ) *F
XX3D%Q
YEXX*%(2,8/F)
IF (Y,GT,A+,85) GO TO S@
YB((1,8/(((Fe6,0)/(FAY)mB,889%D=2,822)%(F¢2,8)%3,8)+8,5/(F+4,0))x
Yoi,8)%(Fél,0)/(Fe2, 041, "N

X=SQRT (F4Y)
GO TO 90
ASYMPTOTIC INVERSE EXPANSION ABOUT
NORMAL
XZ,5%Q

CALL MDNRIS (X,XX,IER)

IF (IER.NE,®) GO TO 70
YaXX%XX
IF (FolLT,45,) ccC¢a.3t(Fua 5)*(XXO@ 6)
Ce(((, GS*D*xx-S.a)axx-7 0)*xx-2 a)*xx+s+c
Y#(((((0,“*Y¢6.3)*Y036.J*Y#QQ.S)/C&Y:B.U)/B+1.B)*xx
YuAxYeY
D=y
YS,B5xYRYSY
IF (Y,6T,,082) Y-EXP(D)-i 2

GO TO0 49

Q@ IS OUT OF RANGE

IER=130 |

GO T0 89
ERROR OCCURRED IN SUBROUTINE MDNRIS
JER=134 ’
CONTINUE
CALL UERTST (IER,6HMDSTI )
RETURN
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END

SUBROUTINE MERFI (P,

FUNCTION MERFI
MERFCI =»

MDNRIS =

USAGE

PARAMETERS P

1ER .

PRECISION
LANGUAGE

AP 0 AP S P D R P T IR P I M AR D R T G D AR P O B R AP O R T N O T O Y A D G S G S U5 AD O TGP D OP a3 ou © 4 4D 55 U 4 ap 90 OV B ) oy

Y, IER)

e COMPUTE THE INVERSE ERROR FUNCTYION,
COMPUTE THE INVERSE COMPLEMENTED

ERROR FUNCTION,
COMPUTE THE INVERSE GAUSSIAN INTEGERAL,

« CALL MERFI(P,X,IER)

CALL MERFCI(P,X,IER)

CALL MDNRIS(P,X,IER)

= INPUT VALUE
FOR MERFI P MUST BE BETWEEN »1,8 AND 1,0
FOR MERFCI P MUST BE BETWEEN @,0 AND 2,0
FOR MDNRIS P MUST BE BETWEEN 2,08 AND 1,9

OUTPUT RESULT OF COMPUTATION,

ERROR INDICATOR

TERMINAL ERROR = 128+N
N={ INDICATES P LIES OUTSIDE THE LEGAL
DOMAIN, PLUS OR MINUS INFINITY IS GIVEN AS

THE RESULT (SIGN IS THE SIGN OF THE FUNCTION

VALUE OF THE NEAREST LEGAL ARGUMENT),
= SINGLE
» FORTRAN

DIMENSION A(65),C(17),D(25),E(23)

EQUIVALENCE (A(C24),C(1)), C(AC41),0(C1)), (AC1),EC(L))

DATA E/,992885376618940,,120467516143104,,016078199342100,
,002686704437162, ,000499634730235,,000098898218599,
002020391812764, ,000004327271618,,000000938081413,
«0000002086734721, ,0800000846159699, ,000000010416688,
«000000002371501, ,000000000543928, ,800000080125549,

1 000000000029138, ,000000802006795,.00000000800801591,
«9000002020200374, ,000V00300000088, ,000000000008021,
P00000000200085, ,000000000040001/

DATA C/,9121588083417554,~,016266281867664, ,880433556472949,
.808214438570074, ,080082625751876,~,08000830210910850,»
«200000012406062,,000000062406609,~,000000000540125,=
«200000001423208, ,0001000002034384, ,000000080033585,~
«000000000001458,»,0000000000008108, ,000000060820053,
0000000000000 20,»,0800000000000082/

DATA D/,956679709020493,%,023137004309065,«,204374236097508, -
«BBDS5T6503422651,7,000010961222347,,080025108547825,
0030010562336268, ,000002754412330,,000000432484498,
o 200000020530337,»,000000043891537,=,000000017684010,»
e 800000023991 289,»,000000000186932, ,0000000008272923,
«0000000020132817,,000000800031834, ,000000000801670,~

F-26



1@

20

30

40

50

60

«B00000000002036,%,000000000000965,~,1000000008000220,»
«007000000000018, ,0000102000000013,,0000000080000146,
000000 0000080001/
DATA Hi,H2,H3,H4,R2/=1,5488130423733,2,5654903231478,~
¢55945763132983,2,2879157162634,»1,4142135623731/
DATA XINF/37767777771777777777178B/
INVERSE ERROR FUNCTION ENTRY
INT=1
X=p
60 T0 1@ :
INVERSE COMPLEMENTED ERROR FUNCTION ENTRY
ENTRY MERFCI
INT=2
Xz}] ,wp
G0 TO 1@
INVERSE GAUSSIAN INTEGRAL ENTRY
ENTRY MDNRIS
INT=3
Xsl,=PaP
1ER=Q
SIGMAZSIGN(L,,X)
1F (.NOT.(XQGT.’1'.AND.XQLT.1.)J 60 TO 98
Z=ABS(X) ‘
IF (Z2,GT,.8) GO 70 50
Wﬂz*Z/.32-l.
N=z2?2
IPP=1
L=1
LB2=1
X3z,
X4=2W
X6=sA(IPP)
X6o=X6+A(IPP+LB2) X4
XSEX4aWx2 wX3
X3=x4
X4sX5
LB2=LB2+]
IF (LB2,LE4N) GO TO 30
GO TO (40,70), L
YsZaX6nSIGMA
IF (INT,NE,3) GO T0 100
GO TO 880
BeSQRT(wALOG(l,»ZnZ))
IF (X4GT,4,9975) GO TO 60
WeMixBeH2
IPP=24
L=2
N=t6
GO TO 20
WaHIsB+M4
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70

8o

90

100

10

20

1
2

IPP=4Y
N=24
L=2
G0 T0 2@
YERAX6wSIGMA
IF (INT,NE,3) GO TO 100
YER2*Y
GO TO 100
YBSIGMARXINF
T1ER=129
CALL UERTSY (IER,6HMERFI )
RETURN
END
SUBROUTINE UERTST (IER,NAME)

LI LTI LTI DL L ARl I LI L LY I I LIl a L L L DL L L Ll

FUNCTION » ERROR MESSAGE GENERATION
USAGE o CALL UERTSTCIER,NAME)
PARAMETERS IER = ERROR PARAMETER, TYPE ¢ N WHERE
TYPEs 128 IMPLIES TERMINAL ERROR
64 IMPLIES WARNING WITH FIX
32 IMPLIES WARNING
N = ERROR CODE RELEVANY TO CALLING ROUTINE
NAME w INPUT SCALAR CONTAINING THE NAME OF THE
' CALLING ROUTINE AS A 6#CHARACTER LITERAL

STRING,

DIMENSION ITYP(2,4),IBIT(4)

INTEGER WARN,WARF,TERMsPRINTR

EQUIVALENCE (IBIT(1),WARN), (IBIT(2),WARF), (IBIT(3),TERM)

DATA ITYP/LQHWARNING ¢ 1OH s 12HWARNING(WI, 1BHTH FIX) ’
{OHTERMINAL ,10H ¢ 1OHNON=DEFINE, 12HD /

yIBIT/32.,64,128,0/
DATA PRINTR/Z6LOUTPUT/
TER2®IER
IF (IER2,GE.WARN) GO TO i@
NON=DEF INED
IER =4
GO TO 40
IF (IER2,LT,TERM) GO TO 28
TERMINAL
IER1=3
G0 TO 40
IF (1ER2,LT,WARF) GO TO 30
WARNING(WITH FIX)
IER1s2
GO TO 4@
WARNING
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49

50

!

IERI=y

EXTRACT #N#

IER2=IER2eIBIT(IERL)

PRINT ERROR MESSAGE

WRITE (PRINTR,58) (ITYP(I,IER{),I=1,2),NAME,IER2,IER

RETURN
FORMAT (26H wax I M 8 L (UERTST) #xx

84 (IER = ,I3,1H))
END
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FLOOD FLOW FREQUENCY COMPUTATIONS

CAPE FEAR RIVER AT LILLINGTON, N, Ce

c14ebeoe

TOTAL NOU. DF VALUES READ = 48

NO, OF BLANK VALUES = 1

MO, OF VALUES USED FOR ANAL YSIS = 47

YEAR OF DBRSERVED ORDERED RANK PLOTTING POSITION 7

PEAK FLOW PEAK FOW PEAK FLOW M/N+1 Med 3/N+0,4
1924 52480 18704080 1 02083 « 01477
1925 46200 84nag9 2 4167 2« 83586
19206 27300 77100 3 y 86250 «B5696
1927 332640 732440 4 ,NB8333 «87806
1928 B40RQ 67700 5 10417 09916
1929 67760 57500 6 ,12500 .12025
1930 17080 56509 7 14583 214135
1931 29200 56509 8 16667 016245
1932 SA9u0 54400 9 .18750 e 18354
1933 29201 53400 1@ 20833 28464
1934 uangn 52400 11 122917 022574
1935 41vdv 50909 12 25000 2684
1936 73260 49900 13 2, 27083 026793
1937 34800 49900 14 29167 « 28903
1938 47006 49449 15 » 31250 «+ 34013
1939 47580 475849 16 033333 033122
1940 32080 47500 17 0 35417 e 35232
1941 31600 470000 18 37500 « 37342
1942 30880 46500 19 39583 « 39451
1943 Ha9ew 465009 2n Lu1667 41561
1944 u2300 46200 21 LU3750 43671
1945 i 44100 22 ,45833 L45781
1946 S44v0 42300 23 J4T917 247890
1947 39600 423082 24 250000 50020
1948 499@p 42300 25 52083 52110
1949 53404 41800 26 ., 54167 34219
19546 36500 41380 27 56250 56325
1951 34800 41000 28 ,58333 058439
1952 7710102 4n9pe 29 260417 060549
1953 44168 npaen 30 . 62500 «62658
1954 56500 49200 31 64583 obd768
195% 499ap 39600 32 66667 « 66878
1956 46500 37269 33 68750 «68987
1957 41819 36500 34 ,70833 o 71897
1958 46500 36580 35 72917 o 73287
1959 uann 36500 36 15000 e 75316
1960 47509 34800 37 , 77083 77426
1961 365640 34800 38 ,719167 « 79536
1962 5658¢ 332060 39 ,B81259 eB81646
1963 42300 12000 40 ,83333 83755
1964 42300 31600 41 85417 085865
1965 57500 31300 42 87500 879758
1966 49400 3g800 43 . 89583 90084
1967 26409 29204@ 44 , 716617 e92194
1968 36501 29200 4s 93750 94304
1969 31300 27300 46 . 95833 96414

1970 57200 26400 47 097917 298523
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