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Abstract

A nonlinear tomographic inversion method that uses first-arrival travel-time and amplitude-spectra information from
cross-hole radar measurements was developed to simultaneously reconstruct electromagnetic velocity and attenuation
distribution in earth materials. Inversion methods were developed to analyze single cross-hole tomography surveys and
differential tomography surveys. Assuming the earth behaves as a linear system, the inversion methods do not require
estimation of source radiation pattern, receiver coupling, or geometrical spreading. The data analysis and tomographic
inversion algorithm were applied to synthetic test data and to cross-hole radar field data provided by the US Geological

Ž .Survey USGS . The cross-hole radar field data were acquired at the USGS fractured-rock field research site at Mirror Lake
near Thornton, New Hampshire, before and after injection of a saline tracer, to monitor the transport of electrically
conductive fluids in the image plane.

Results from the synthetic data test demonstrate the algorithm computational efficiency and indicate that the method
Ž .robustly can reconstruct electromagnetic EM wave velocity and attenuation distribution in earth materials. The field test

results outline zones of velocity and attenuation anomalies consistent with the finding of previous investigators; however, the
tomograms appear to be quite smooth. Further work is needed to effectively find the optimal smoothness criterion in
applying the Tikhonov regularization in the nonlinear inversion algorithms for cross-hole radar tomography. q 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Travel-time tomography is widely used in geo-
Žphysical studies Brzostowski and McMechan, 1992;

.Zhang, 1997 to image subsurface velocity variation;
however, only the first-arrival travel-time informa-
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tion is used as the input data with these methods.
The addition of first-arrival amplitude and frequency
data can provide information about attenuation prop-
erties that can increase understanding of the earth
materials through which waves have propagated. For
seismic waves, high-attenuation and low-velocity

Žzones usually coincide Vasco et al., 1996; Cormier
.and Li, 1998 . Thus, if the seismic-velocity distribu-

tion is known, we also have a general idea of the
Ž .attenuation distribution. For electromagnetic EM

waves, however, the attenuation distribution is usu-
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ally not related to the velocity distribution. The
velocity of EM waves is sensitive to the amount of
fluid in the medium but insensitive to the electrical
conductivity of the fluid. On the other hand, the
attenuation of EM waves is affected by the electrical
conductivity. For example, both freshwater and sea-
water have relative dielectric constants of about 81
and radar-frequency EM waves propagate at about
the same speed in both media; however, the electri-
cal conductivity of freshwater is on the order of
10y2 Srm, whereas seawater is about 4 Srm. Thus,
EM wave attenuation in seawater is about 400 times
greater than that in freshwater. For this reason, in
fractured bedrock, cross-hole radar surveys con-
ducted before, during, and after injection of saline
tracers have the potential to detect transmissive zones

Žin the image plane Ramirez and Lytle, 1986; Olsson
.et al., 1992; Lane et al., 1996, 2000 .

Various methods have been used to image veloc-
ity and attenuation. Brzostowski and McMechan
Ž .1992 used simultaneous iterative reconstruction

Ž .technique SIRT tomography to image velocity and
attenuation through the use of travel-time and ampli-
tude information; however, the accuracy of SIRT
methods is limited because SIRT is a linear inversion
method where the ray paths always remain straight
lines. In contrast, nonlinear tomography methods,
where curved ray paths are allowable, can produce
results with higher accuracy, but require a great deal
more computing time than linear inversion methods.

Ž .Vasco et al. 1996 developed a perturbation
method for simultaneous inversion of seismic travel
times and amplitudes for velocity and attenuation.
An analytical function to model the source radiation
pattern and the receiver coupling is used in this
method; however, it is difficult to accurately deter-
mine the source radiation pattern and receiver cou-
pling because of the variation of rock type and

Ž .borehole geometry Peng et al., 1993; Gibson, 1994 .
This paper presents data analysis and nonlinear

tomography inversion methods that can be used to
jointly reconstruct velocity and attenuation distribu-
tion in earth materials without the need to estimate
source radiation pattern, receiver coupling, geometric
spreading, or transmission coefficient. Most of the
computing time for the nonlinear tomography algo-
rithm is consumed by ray tracing. However, the
ray-path information used for the velocity tomogra-

phy also can be used for the attenuation tomography.
Thus, a tomography algorithm that reconstructs both
velocity and attenuation does not require much more
time than one that only reconstructs velocity.

2. Theory

2.1. Attenuation of electromagnetic waÕes for con-
stant Q models

Attenuation of EM waves commonly is character-
Ž .ized by the loss tangent tan d , which is inversely

Žproportional to the quality factor, Q, Strick, 1970;
.Kjartansson, 1979; Bano, 1996; Noon et al., 1998

p f ´ X 1
Qs s s , 1Ž .Ya Õ ´ tand

where f is the frequency, a is the attenuation, Õ is
the phase velocity, and ´ X and ´Y are the real and
imaginary parts of the effective dielectric permittiv-
ity ´ , respectively. Usually, ´ X and ´Y are frequency
dependent; however, if the real and imaginary parts
of the dielectric permittivity have the same fre-
quency dependence, which is largely true for earth

Ž .materials, Q is frequency independent. Eq. 1 is
referred to as the constant Q model.

For a constant Q model, the dielectric permittiv-
ity is dependent on the angular frequency, v
Ž .Joncsher, 1977; Bano, 1996 ,

ny1v
´ v s´ yi , 2Ž . Ž .r ž /vr

where 0-n-1, v is the reference angular fre-r

quency, and ´ is a real constant with the dimensionr

of the permittivity.
Ž .Eq. 2 can be written as

ny1p
ny1 yiv 2

´ v s´ e , 3Ž . Ž .r ž /ž /vr

or
ny1v np np

´ v s´ sin q icos . 4Ž . Ž .r ž / ž /ž /v 2 2r

Ž .In Eq. 4 , both the real and imaginary parts of
Ž .´ v show the same dependence on frequency. Ex-
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perimental measurements of the dielectric permittiv-
ity for some engineered materials also have shown
that the real and imaginary parts have the same

Ž .frequency dependence Robert, 1996 .
For electromagnetic waves, the complex wave

number k is given by

(k v sb v q ia v sv m´ v , 5Ž . Ž . Ž . Ž . Ž .

where a is the attenuation; b is the phase constant;
and m is the magnetic permeability. For most non-
magnetic rocks, the magnetic permeability is equal to
its value in free space. For lossless media, as0 and
the wave number becomes real. Although the value
might be small, attenuation is present in almost all

Ž . Ž .earth materials.From Eqs. 4 and 5 ,

Ž .ny1 r2v v p
k v s 1q itan 1yn ,Ž . Ž .½ 5ž /

Õ v 40 r

6Ž .

furthermore,

Ž .1yn r2v
Õ v sÕ , 7Ž . Ž .0 ž /vr

and

v
b v sŽ .

Õ vŽ .
v p

a v s tan 1yn , 8Ž . Ž . Ž .
Õ v 4Ž .

and

1
Õ s . 9Ž .0 p

m´ cos 1ynŽ .( r 4

Ž .From Eq. 4 , the relation between Q and n is given
by

´ X v npŽ .
Qs s tan , 10Ž .Y ž /´ v 2Ž .
or

2
y1ns tan Q . 11Ž . Ž .

p

When ns1, Qs`, which is the case for a pure
dielectric; when ns0, Qs0, which is the case for

a pure conductor. Most rocks have relatively low
electrical conductivity, so it can be assumed that n is
very close, but less than, to unity.

2.2. Velocity dispersion

Ž .In Eq. 7 , the phase velocity changes with the
frequency; therefore, there is dispersion as electro-
magnetic waves propagate. Velocity dispersion is a
result of the frequency dependence of the real part of
the dielectric permittivity. By contrast, the attenua-
tion, or more strictly the absorption, results from the
imaginary part of the dielectric permittivity. Numeri-
cal modeling was used to assess the effect of veloc-
ity dispersion in typical earth materials. For granite,

Ž .Q ranges from 12 to 18 Bano, 1996 . However, a
Ž .lower Q value of 10 corresponding ns0.93655

was used in the numerical modeling. If it can be
demonstrated that the velocity dispersion is not sig-
nificant for Qs10, it should be even less significant
for higher Q values.

The variation of the velocity with respect to fre-
Žquency for a dispersive medium Qs10, or ns

Ž ..0.93655, in Eq. 7 in comparison with a non-dis-
Ž Ž ..persive medium ns1 in Eq. 7 is shown in Fig.

1. The reference velocity and the reference frequency
are 130 mrms and 300 MHz, respectively. The
non-dispersive medium has a constant velocity over
the entire frequency range. In contrast, the phase
velocity in the dispersive medium is higher when the
frequency increases, and lower when the frequency
decreases. In the time domain, the observable phe-
nomenon associated with velocity dispersion is the
broadening of EM pulses with increasing propaga-
tion distance. The numerical modeling results for
Qs10 shown in Fig. 1 indicate the phase velocity
changes very little over a wide range in frequency,
supporting the hypothesis that in similar situations,
velocity dispersion can be ignored.

The velocity dispersion also can be estimated
quantitatively. Let the reference frequency f s3000

Ž .MHz for velocity Õ 130 mrms and f s100 MHz0 1
Ž .for velocity Õ . From Eq. 7 ,1

Ž .1y0.93665 r2
Õ 1001 s f96.58%. 12Ž .ž /
Õ 3000
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Fig. 1. Velocity dispersion of a wave with frequency centroid at 300 MHz and Qs10. The variation of velocity is very small, especially in
the area around the central frequency.

If the frequency is higher than the reference fre-
quency, for example, f s500 MHz for velocity Õ1 1

with the same reference frequency as above,
Ž .1y0.93665 r2

Õ 5001 s f101.63%. 13Ž .ž /
Õ 3000

For a Q value great than 10, the velocity disper-
sion is even smaller. Because the dispersion is so
small within the frequency band of interest, velocity
dispersion can be neglected. Thus, the rest of this
paper concentrates on discussions of attenuation.

3. Attenuation tomography

3.1. Single-surÕey case

In the frequency domain, we assume the earth
behaves as a linear system for propagating EM or

Ž .seismic waves Liu et al., 1998 as

Ž .y a v d sH
L

R v sS v GP P Te , 14Ž . Ž . Ž .S R

Ž . Ž .where R v is the response spectrum; S v is the
source spectrum; G is the geometric spreading fac-

tor; P and P are the source radiation pattern andS R

receiver coupling, respectively; T is the effective
transmission coefficient; and L is the integration
path. G, P , P , and T are assumed to be indepen-S R

dent of frequency.
Ž .Taking the natural log of both sides of Eq. 14

results in

a v d ss lnS v q lnGq ln P q ln P q lnTŽ . Ž .H S R
L

y ln R v . 15Ž . Ž .
Taking the first derivative with respect to v, G, P ,S

P and T are eliminated from the equationR

da SX v RX vŽ . Ž .
d ss y . 16Ž .H

dv S v R vŽ . Ž .L

Ž .Using Eq. 8 ,
p

Ž .nq1 tan 1yn ny1 r2Ž . Ž .da v4s 17Ž .ž /dv 2Õ v0 r

p
nq1 tan 1ynŽ . Ž .

4s . 18Ž .
2Õ vŽ .



( )C. Zhou et al.rJournal of Applied Geophysics 47 2001 271–284 275

If the frequency dependence of velocity is ne-
glected, the derivative of attenuation a with respect
to v is approximately constant. Equivalently, attenu-
ation is a linear function of frequency, which is

Žconsistent with other investigations Turner and Sig-
gins, 1994; Bano 1996; Liu et al., 1998; Noon et al.,

.1998 . Therefore,

md ssD, 19Ž .H
L

where

p
nq1 tan 1ynŽ . Ž .

4
ms , 20Ž .

2Õ vŽ .

and

SX v RX vŽ . Ž .
Ds y . 21Ž .

S v R vŽ . Ž .

Both m and D are frequency dependent. At its
centroid frequency, the derivative of the source spec-
trum is zero, and the first term on the right side of

Ž .Eq. 21 disappears, which results in a much simpler
equation. In this case, estimation of the source is not
necessary and the tomography is much easier.

Ž .Eq. 19 will be used to invert for m, from which
n and Q can be calculated. The equation does not
include the geometric spreading, radiation pattern, or
transmission coefficient. This method reduces com-
putation time and errors in the calculation because
these parameters are difficult to estimate accurately.
In practice, the radiation pattern is very complicated.
Although some theoretical studies have been con-

Žducted Peng et al., 1993; Gibson, 1994; Arcone,
.1995; Quan and Harris, 1997 , it is difficult to

account for the variations induced by changes in
rock type and by transmitter and receiver coupling to
the medium.

3.2. Repeated-surÕey case

Cross-hole radar tomography surveys have been
coupled with the injection of electrically conductive
tracers to support site characterization studies in
fractured rock. Saline tracers increase EM attenua-

tion; thus, attenuation-difference tomography can be
used to locate transmissive fracture zones in the

Ž .tomographic image plane Lane et al., 1996 . Usu-
ally, a baseline geophysical survey is conducted
before the injection of the electrically conductive

Ž .fluid tracer. During and or after the tracer injection,
additional cross-hole surveys are conducted. These
two data sets can be compared to identify attenuation
differences induced by saline tracer in transmissive

Ž .zones Lane et al., 1996, 2000; Liu et al., 1998 .
A linear system description of the earth before

and after tracer injection is given by

Ž .y a1 v d sH
L

R v sS v GP P TeŽ . Ž .1 S R

Ž .y a 2 v d sH
L

R v sS v GP P Te . 22Ž . Ž . Ž .2 S R

Taking natural logarithms to both sides results in

a v d ss lnS v q lnGq ln P q ln P q lnTŽ . Ž .H 1 S R
L

y ln R vŽ .1

a v d ss lnS v q lnGq ln P q ln P q lnTŽ . Ž .H 2 S R
L

y ln R v , 23Ž . Ž .2

where the subscripts 1 and 2 denote the background
and post-injection surveys, respectively. We assume
changes in the received spectrum are induced by
attenuation, rather than velocity changes. A simple

Ž .difference of the two equations in Eq. 23 leads to

R1
dad ss a 2ya1 d ss ln , 24Ž . Ž .H H ž /RL L 2

where da is the change in attenuation between these
two surveys. Regions with significant changes in
attenuation are the flow paths of the highly transmis-
sive zones.

Because the source radiation pattern, receiver
coupling, transmission coefficients, and geometric

Ž . Ž .spreading terms are not present in Eqs. 16 and 24 ,
the data processing is much simpler. This simplifica-
tion is attractive in terms of computational efficiency
and the robustness of the tomographic reconstruc-
tions.
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4. Nonlinear tomographic inversion for velocity
and attenuation reconstruction

Ž . Ž .Eqs. 19 and 24 are in the same form as the
equation for travel-time tomography,

1
d ss t , 25Ž .H

ÕL

where Õ is the phase velocity and t is the travel
Ž . Ž . Ž .time. Eqs. 19 , 24 and 25 can be written in the

matrix form

G x sb, 26Ž . Ž .
Ž .where G x is the integration with respect to model

vector x, and b is the data vector. For travel-time
Žtomography, x is the slowness the reciprocal of the

.velocity and b is the travel-time; for the single-
survey case, x is m and b is D; and for the

Ž .repeated-survey case, x is da and b is ln R rR .1 2
Ž .Eq. 26 is non-linear and underdetermined. For

this paper, the Gauss–Newton method is used to
linearize the equation and Tikhonov regularization
Ž .Tikhonov and Arsenin, 1977 is used to obtain a
stable minimum-structure solution. The finite-dif-
ference travel-time calculation method developed by

Ž .Zhou and Liu 1999 is used at each iteration step to
update the ray paths.

Mathematically, a single matrix equation can be
constructed for the inversion of velocity and attenua-

Ž .tion Vasco et al., 1996 in which the model vector x
contains slowness and attenuation and the data vec-
tor b contains travel-times and amplitude informa-

Ž .tion D . Nevertheless, the approach used in this
Ž .paper differs from Vasco et al. 1996 in two ways.

First, it is more computationally efficient to solve
two equation sets with smaller matrices and vectors
than to solve a single, larger matrix equation. Sec-
ond, because the regularization used in the inversion
algorithm tends to smooth the solution, it is hard to
justify the validity of smoothing slowness and atten-
uation to the same degree. This is because velocity
and attenuation do not necessarily have the same
distribution and heterogeneity scale. Therefore, at
each iteration step of the tomography algorithms
presented here, the ray paths are updated first, then a
linearized matrix equation is solved for velocity, and
finally the second linearized equation is solved for
attenuation.

5. Material properties

Three major models are used to describe the
effective complex dielectric property of earth materi-

Ž .als Robert, 1996 : the Cole–Cole equation
Ž .Maxwell–Wagner , the double layer polarization
equation, and the Debye equation. The first two
models are more general and include a distribution
of relaxation time t :

´ Xy´ X ss ` 0X´ v s´ q y i ,Ž . ` 1ya v´1q ivtŽ . 0

Cole–Cole 27Ž . Ž .
´ Xy´ X ss ` 0X´ v s´ q y i ,Ž . ` b v´1q 2 ivt q ivtŽ . 0

double layer polarization , 28Ž . Ž .

and the Debye model has a single relaxation time:

´ Xy´ X ss ` 0X´ v s´ q y i ,Ž . ` 1q ivt v´Ž . 0

Debye effect , 29Ž . Ž .

where ´ X is the real dielectric permittivity at lows

frequency; ´ X is the real dielectric permittivity at`

high frequency; s is the DC conductivity; and ´0 0

is the dielectric permittivity in a vacuum. These
theoretical models, even the simplest Debye model,
show that the relaxation mechanisms cause the effec-
tive dielectric permittivity to decrease with fre-
quency and the electrical conductivity to increase
with frequency. These variations could be very com-
plicated, because multiple relaxation frequencies are
present, depending on how thoroughly the relaxation

Ž .mechanisms are accounted for. Annan 1996 dis-
cussed the complexity of EM radar-wave dispersion
arising from different combinations of transition fre-
quency and relaxation frequencies.

If the relaxation mechanisms are completely ne-
glected, i.e., the relaxation time approaches infinity,
or equivalently, the static dielectric permittivity, ´ X

s

approaches the high frequency limit ´ X , all three`

equations reduce to an identical equation

s0X´ v s´ y i . 30Ž . Ž .
v´0
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Ž .Eq. 30 shows that the imaginary part of the
effective complex dielectric permittivity comes from
the electrical conductivity, and the real part is inde-
pendent of frequency. As discussed previously, the
velocity dispersion is insignificant; therefore, it is
natural to conclude that the real component of the
dielectric permittivity dispersion is insignificant. For
ideal dielectric materials, the velocity and attenuation
can be approximated by their high frequency limits
Ž .Balanis, 1989; Annan, 1996 :

1 s m
Õ s , a s . 31Ž .( X` `X 2 ´'m´

To estimate the dielectric permittivity and the
electrical conductivity, we then have

1 2a`X´ s ss . 32Ž .2 mÕmÕ ``

Ž .Eq. 32 is used later to estimate the dielectric
constant and the electrical conductivity in the field

Ž .experiment section Section 6.2 .

6. Experiments

6.1. Tests of the single-surÕey data analysis and
inÕersion algorithm with synthetic data

The data analysis and inversion algorithm pre-
sented in this paper were tested using synthetic data.
The synthetic data test corresponds to reconstruction
of velocity and Q from a single cross-hole tomogra-
phy. The synthetic first-arrival times were generated
with the use of the finite-difference technique of

Ž .Zhou and Liu 1999 . A 5% random noise was added
to the synthetic travel times and amplitudes to ap-
proximate simulate cross-hole data obtained under
field conditions. The model of velocity and Q used
to generate the synthetic data is shown in Fig. 2.
Three low Q anomalies are present, with the relative
changes of 12.5%, 25%, and 50% from the original
background value of 20. Two of the three anomalous

Ž .areas have a velocity change 7.7% and 15.4%
Žrelative to the background. The third area Q with a

.25% change has the same velocity as the back-

Fig. 2. The synthetic model used for testing the single-survey
tomography method. The whole plane covers a 105=105-m2 area
and contains three anomalies with Q values of 10, 17.25, and 15.

ŽOnly two areas Area 1, the lower rectangular area, and Area 2,
. Ž .the upper left square have velocities in the unit of mrms

Ždifferent from the background. Area 3 Upper right rectangular
.area has a different Q value but the same velocity as the

background. There are 25 sourcerreceivers at equally spaced
positions deployed on all four sides of the model. For a particular
source, 24 receivers are located on the same side and 25 receivers
are located on each of the other three sides. The total data set
contains 100=99 traces.

ground. Unlike a typical field survey, the receivers
are around all four sides of the model area, with 25
sourcerreceiver positions on each side. For each
source, 99 receivers record travel-time and amplitude
information.

Assuming no a priori information about the struc-
tural features of the study area, the initial model is
uniform and does not contain any velocity or Q
anomalies. The initial values of velocity and Q are
130 mrms and 20, respectively. Five iterations were
needed to reconstruct the velocity and Q values
shown in Figs. 3 and 4. Although the overall anoma-
lies are reconstructed quite reasonably, two features
can be noticed in the velocity reconstruction. First,

Žthe velocity anomaly of Area 2 the upper left bright
.portion has been clearly reconstructed. In contrast,

Žthe velocity anomaly of Area 1 the lower center
.darker portion is reconstructed with larger inaccura-

cies in the velocity value and the anomaly boundary.
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Ž .Fig. 3. Velocity tomogram reconstructed for the model shown in Fig. 2. The velocity anomaly of Area 2 the upper left bright portion has
been clearly reconstructed. The inverted velocity value is consistent with the model value of 150 mrms. In contrast, the velocity anomaly of

Ž .Area 1 the lower center darker portion is reconstructed with higher inaccuracies in both the velocity value and the anomaly boundary. This
anomaly probably is caused by the fact that Area 1 is smaller in area and lower in velocity.

Fig. 4. Quality factor tomogram of the synthetic model. All three Q anomalies are well reconstructed and the values are well matched with
the model.
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This probably is because Area 1 is smaller in area
and lower in velocity contrast. Second and more
importantly, Area 1 is a low-velocity anomaly;
diffraction degradation makes the image of the low
velocity area smaller than its actual size, and diffrac-
tion healing makes it difficult to detect low velocity

Ž .anomalies Gheshlaghi and Santamarina, 1998 . Fur-
Žthermore, the term for model roughness penalty the

.Tikhonov regularization used in the inversion algo-
rithm tends to smear out and suppress the short
wavelength anomalies because some of these fea-
tures are artifacts caused by poor coverage of ray
paths in this area.

6.2. Cross-hole radar field data

The cross-hole data analysis and tomographic in-
version algorithms presented in this paper were tested
using cross-hole radar data from the USGS frac-
tured-rock research site at Mirror Lake within the US
Forest Service Hubbard Brook Experimental Forest,

Ž .Grafton County, New Hampshire Lane et al., 1996 .
In this area, the fracture orientation is highly vari-
able, and the fracture system is poorly connected.
This suggests that fluid flow in the fracture system is
heterogeneous, tortuous, and flows in highly chan-

Ž .neled flow paths Lane et al., 1996 . Fracture miner-
alization includes iron oxide coatings on fracture
surfaces that have penetrated as much as 1 m into the
bedrock. These iron oxide precipitates may induce
halos of high electrical conductivity surrounding
transmissive zones. Cross-hole radar data acquired in

Ž .four boreholes within the Forest Service East FSE
Ž . Žwell field FSE 1–4 were used for this study Fig.

.5a . Two hydraulically conductive zones connecting
Žthe four boreholes are shown in Fig. 5b Lane et al.,

.1996 .
A series of borehole-radar experiments previously

Ž .were conducted at the site Fig. 5a to test the use of
borehole-radar methods to detect saline tracers in

Ž .fractured rock Lane et al., 1999 . The experimental
procedure used to acquire the field data analyzed in

Ž .this paper is described by Lane et al. 1996 . Briefly,
saline solution with NaCl concentrations of 20 to 28
grl was injected into well FSE-1 and pumped out
from FSE-4. During injection, packers were used to
isolate the zone from 40 to 50 m in the injection
well. Cross-hole radar surveys using 60-MHz anten-
nas were conducted before and after injection, with
the transmitting antenna in well FSE-3 and the re-
ceiving antenna in well FSE-2. The data were col-
lected at depths of 20 to 70 m at 2-m intervals.

Ž . Ž .Fig. 5. a Map view of the wells at Mirror Lake test site. b The sketch of cross-section between FSE-1 and FSE-4. Saline water was
injected from well FSE-1 and pumped out from well FSE-4. The injection zone between 40 and 50 m was isolated by packers. Cross-hole

Ž .radar surveys were performed between wells FSE-2 and FSE-3 after Lane et al., 1996 .



( )C. Zhou et al.rJournal of Applied Geophysics 47 2001 271–284280

Sample cross-hole radar records acquired before and
after the injection are shown in Fig. 6. The rated
central frequency of impulse radar antennas typically
is based on measurements in air. When impulse radar
antennas are used under real-world conditions and
coupled with earth materials, the frequency of the
received signal will be shifted down to a lower
central frequency. This is known as frequency load-
ing. For materials with a dielectric constant in the
range 1–15, the value of the loaded frequency, f ,L

i.e., the signal frequency upon coupling with the
Žearth material, can be expressed as Rashkovskij,

.1981

f0
f s . 33Ž .L 2

1
1q)

´r

If the nominal antenna frequency, f , is 60 MHz,0

and the antenna is used in granite with a dielectric

Fig. 6. Example of the cross-hole radar records at the FSE well
field for trace numbers 352 to 379. Upper panel: before injection
of the saline tracer; Lower panel: after injection of the saline
tracer. Note the loss of amplitude after injection.

Ž .Fig. 7. a Reconstructed velocity tomogram between wells FSE-2
Ž .and FSE-3. b Computed relative dielectric constant distribution

between wells FSE-2 and FSE-3. The slightly lower velocity
Ž .higher dielectric constant zone in the middle of the profiles
could be a result of higher water content because of the increased
fracture density or porosity.

constant of about 5 to 6, the loaded frequency is
about 45 to 46 MHz. A value of 45 MHz as the
centroid of the loaded frequency is used in estimat-

Fig. 8. Attenuation tomograms between wells FSE-2 and FSE-3.
Ž .a Background attenuation. The high attenuation in the top zone

Žsuggests iron-oxide precipitates from the surface Lane et al.,
. Ž .1996 . b Attenuation after injection. Strong attenuation in the

middle correlates to the lower hydraulically conductive zone.
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Ž .Fig. 9. a Differential attenuation tomogram reconstructed using
Ž .the repeated-survey method. b Difference tomogram between the

distributions of Fig. 8a,b. In general, a good coincidence is present
between these two images.

Ž .ing S v . All the data processing in tomogram
Ž .reconstruction Figs. 7–11 was conducted at a fre-

quency of 45 MHz.

6.3. Cross-hole Õelocity and attenuation tomograms

The single-survey method was applied to the data
collected before and after injection to obtain back-
ground tomograms and post-injection tomograms.
The repeated method also was used to reconstruct
the differential attenuation tomogram between these
two surveys. The reconstructed velocity and relative
dielectric constant images are shown in Fig. 7. The
images show little variation, consistent with interpre-

Žtation of core sample lithology Johnson and Dun-
.stan, 1998 . A slight low velocity zone is present at a

depth of 45 m, probably because of the elevated
porosity in the lower hydraulically conductive zone.
Reconstructed attenuation distributions from before

Ž . Ž . Ž . Ž . Ž .Fig. 10. Distribution of electric conductivity. a Before injection; b after injection; and c difference of a and b . The strong
conductivity change near the depth of 45 m coincides with the lower hydraulically conductive zone.
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and after the saline injection are shown in Fig. 8. In
general, these attenuation tomograms are consistent

Ž .with the results obtained by Lane et al. 1996 using
a linear tomography algorithm. The pre-injection

Ž .background data Fig. 8a shows a high-attenuation
zone that correlates with the upper hydraulically
conductive zone at depths of 20 to 25 m, indicating
that conductive minerals or iron compounds are pre-
sent in the upper transmissive zone. The data do not
display any high value for the lower hydraulically
conductive zone at a depth of about 45 m. In con-

Žtrast, the tomogram of the post-injection data Fig.
.8b shows a strong attenuation zone that coincides

with the lower hydraulically conductive zone. The
area of highest attenuation is near well FSE-2, which
shows that the fracture density and connectivity pos-
sibly are high near well FSE-2. Geological studies
indicate that the majority of fractures strike to the

Žnortheast, with dips greater than 458 Lane et al.,
.1996 . The interconnection between these dipping

fractures may control the connectivity and flow of
saline water between the wells. The attenuation-dif-
ference tomogram calculated using the repeated-
survey method is shown in Fig. 9a. The difference

tomogram computed by differencing the attenuation
distributions shown in Fig. 8b and a, which were
computed by the single-survey method before and
after the saline tracer injection, is shown in Fig. 9b.
The images shown in Fig. 9 from the single-survey
and repeated-survey methods are consistent and both
clearly show the hydraulically conductive zone at
about a depth of 45 m. Fig. 9 also shows that the
area with high attenuation change is not in the center
as expected, which indicates the main flowpath is not
straight. This is consistent with the fracture geology

Ž .in the bedrock Lane et al., 1996 and the results
obtained by the centroid-frequency downshift method
Ž .Liu et al., 1997, 1998 . The computed electrical
conductivity distributions are displayed in Fig. 10,
which shows the conductivity change between the
two surveys. The maximum change in electrical
conductivity is about 8 mSrm. The Q distributions
Ž .Fig. 11 indicate a decrease to 1.5 near the hydrauli-
cally conductive zone at a depth of about 45 m after
injection of the saline tracer. The difference tomo-
gram in Fig. 11c also shows that the attenuation
mostly changed in the hydraulically conductive zone
at a depth of about 45 m.

Ž . Ž . Ž . Ž . Ž .Fig. 11. Q tomograms. a Before injection; b after injection; and c difference of a and b . The injection of saline water causes
decrease of Q values in the hydraulically conductive zone at the depth of about 45 m.
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7. Summary and conclusions

Two cross-hole radar data analysis and nonlinear
tomography methods were developed to jointly in-
vert first-arrival travel-time and amplitude-spectra
data to reconstruct velocity and attenuation distribu-
tion. Neither method requires knowledge of the
source radiation pattern nor receiver coupling. Not
requiring this knowledge is advantageous because it
is hard to accurately estimate radiation pattern and
receiverrmedium coupling for field conditions. A
single-survey method can be used to image the ve-
locity and attenuation of earth media, whereas a
repeated-survey method can be used to monitor
changes in attenuation concurrent with injection of
electrically conductive tracers. The data-analysis
methods and tomographic inversion algorithm were
tested on synthetic and field data. The synthetic
data-test results demonstrate the inversion algorithm
computational efficiency, and indicate the proposed
data analysis methods can be used to robustly recon-
struct electromagnetic velocity and attenuation distri-
bution in earth materials. The field data test results
outline zones of velocity and attenuation anomalies
consistent with the finding of previous investigators.
Experimental results also indicate that the single-
survey method can be used to detect velocity and
attenuation anomalies and to infer the dielectric per-
mittivity and electrical conductivity of the earth ma-
terials. Differential survey analysis methods can be
used to identify attenuation differences induced by
injection of saline tracer into transmissive zone in
the tomographic image plane. However, the tomo-
grams appear to be excessively smooth and further
work is needed to reduce the damping effects of the
algorithm cost function.
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