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A Computer Program for Flow-Log Analysis of Single 
Holes (FLASH) 

Frederick D. Day-Lewis1, Carole D. Johnson2, Frederick L. Paillet3, and Keith J. Halford4 

Abstract 

A new computer program, FLASH (Flow-Log Analysis of Single Holes), is presented for 

analysis of borehole vertical flow logs. The code is based on an analytical solution for steady-state 

multi-layer radial flow to a borehole. The code includes options for (1) discrete fractures and (2) multi-

layer aquifers. Given vertical flow profiles collected under both ambient and stressed (pumping or 

injection) conditions, the user can estimate fracture (or layer) transmissivities and far-field hydraulic 

heads. FLASH is coded in Microsoft Excel
5
 with Visual Basic for Applications routines. The code 

supports manual and automated model calibration.  

Introduction 

Flowmeters provide means to infer the flow into or out of boreholes connected to transmissive 

aquifer units or fractures.  In the past, the relative inaccuracy and difficult operating procedures for 

spinner flowmeters limited the use of borehole flow measurements.  With the advent of heat-pulse (e.g.,  

Paillet et al., 1996) and electromagnetic (Molz et al, 1994) instruments, measurements of vertical flow 

as small as 0.05 liters/minute became practicable, and borehole flowmeter logging is becoming routine. 

New modeling and analysis tools are needed to achieve the full potential of these measurements.  

Calibration of a borehole flow model to flowmeter data can produce estimates of transmissivity 

and heads for one or more flow zones (aquifer layers or fractures). Here, we briefly review approaches 

for analysis of flowmeter logs and introduce a new computer program which supports manual and 

automated calibration of an analytical borehole flow model.  

Approach 

Single-hole flowmeter data can be analyzed to estimate transmissivity profiles along boreholes 

and characterize aquifer compartmentalization (e.g., Molz et al., 1989; Kabala, 1994; Paillet, 1998). 

Analysis of single-hole flowmeter data is commonly based on the Thiem Equation (Thiem, 1906), 

which written for confined radial flow from a single flow zone (i.e., aquifer layer or fracture) to a 

screened or open well is: 
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where, Qi  is the volumetric flow into the well from flow zone i [L
3
T

-1
]; hw and hi  are, respectively, the 

hydraulic head [L] at the radius of the well rw, and at radial distance r0, commonly taken as the radius of 

influence, where heads do not change as a result of pumping, in which case hi is the connected far-field 

head for zone i; and Ti  is transmissivity of flow zone i [L
2
T

-1
]. 

A number of approaches to flowmeter analysis have been proposed and demonstrated for 

different sets of assumptions (e.g., no ambient flow in boreholes) and data requirements (e.g., flow 

profiles collected under both ambient and stressed conditions) based either on Equation (1) (e.g., Molz 

et al., 1989) or quasi-steady flow approximations (e.g., Paillet, 1998). We refer the interested reader to 

Williams et al. (2008) for additional background on flowmeter logs and focus the following discussion 

on the approach of Paillet (1998, 2001) which is adapted here.  

Paillet (1998) formulated flowmeter log analysis as a model calibration procedure involving 

flow profiles collected under both ambient and stressed (pumping or injection) conditions. 

Consideration of the two conditions allows for estimation of the transmissivities and also far-field heads 

of flow zones. The latter is critical for interpretation of water samples from wells that intersect multiple 

fractures or layers with different hydraulic head (e.g., Johnson et al., 2005). Applying Equation (1) to an 

ambient condition (condition a) and a stressed condition (condition s) gives: 
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where,   
      

is the fraction of the borehole’s transmissivity contributed by flow zone i [-];        is 

the total transmissivity of the flow zones intersected by the borehole [L
2
T

-1
];   

 ,   
 

 
are the ambient and 

stressed water levels in the well, respectively [L];   
 

 
is the far-field head in flow zone i [L];  

For both ambient and stressed conditions, the water level in the borehole is assumed to be 

constant in time, and the water level in the far field of each zone is assumed to be the natural condition, 

i.e.,   
 . In a field experiment (Fig. 1), rw would be known, and the flow rates and water levels in the 

well would be measured. Radius of influence can be inferred experimentally based on head data at 

observation wells, in which case r0 can be constrained during calibration, or else it can be approximated 

(e.g., Bear, 1979, p. 306). Estimates of transmissivity are not strongly sensitive to the value assumed for 

r0 because it appears inside the logarithm in Equations (2-3). For example, a change in 0 wr r  from 10 to 

100 yields a change in the estimated Ti of only a factor of 2, and order-of-magnitude estimates of 

transmissivity are acceptable for many problems. In cases where knowledge of r0 is unavailable, but the 

borehole’s total transmissivity is known from specific-capacity or slug-test results, it is possible to 

estimate r0 in the calibration procedure. We note that the forward model (Equations 2, 3) produces twice 

as many independent equations as there are flow zones, with an additional equation requiring  
      

 

values to sum to 1. The number of parameters being estimated is twice the number of flow zones 

(  
      

       
           ) plus one parameter for either   

      or   . 

Model calibration involves changing the model parameters such that the flows predicted by 

Equations (2-3) match the interpreted flow profiles. Following Paillet (1998, 2001), calibration is to the 

interpreted profile and not individual data. This formulation allows the user to incorporate additional 
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insight (e.g., from other logs) to identify the number and locations of flow zones and eliminates the need 

for weighting measurements differently according to variable measurement errors and the spatial 

distribution of measurements along the borehole. 

Calibration can be implemented by manual trial-and-error or automated using nonlinear 

regression. Whether manual or automated, the goal for calibration is to identify the set of parameters 

that minimize a measure of combined data misfit and model misfit. Consideration of model misfit 

criteria, commonly referred to as regularization, is useful when multiple models can match the data 

equally well or within measurement errors. Here, the data misfit is formulated based on squared 

differences between the predicted and interpreted flow profiles, such that multiple measurements may 

be collected in a single borehole interval. The model misfit could be formulated in different ways, but 

we use criteria based on the differences between the water level in the borehole under ambient 

conditions and the far-field heads. Thus, the objective function, F, consists of two terms: (1) the mean 

squared error (MSE) between interpreted and predicted flow profiles, with equal weights for all 

cumulative flows (ambient and stressed), and (2) the sum of squared differences (  ) between the 

borehole's water level and far-field heads:  
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subject to constraints 

  
      

     
      

               
 

      
    

                    
where, 

, ,,a int s int

i iQ Q  are the interpreted flow profiles (i.e., cumulative flow above zones) for zone i under 

ambient and stressed conditions, respectively [L
3
T

-1
];  

, ,,a sim s sim

i iQ Q  are the simulated flow profiles (i.e., 

cumulative flow above zones) for zone i under ambient and stressed conditions, respectively [L
3
T

-1
]; α 

weights the regularization relative to the data misfit [L
4
T

-2
]; 

factor

minT  is the user-specified minimum 
factorT  

for any flow zone which can ensure non-negative 
factorT ;        is the user-specified maximum 

absolute difference between the ambient water level and the far-field head of any flow zone; and n is the 

number of flow zones. 

Without regularization, F reduces to the MSE between simulated and interpreted flows. The 

tradeoff parameter  is set by the user, with larger values more strongly penalizing large head 

differences.  Commonly, small values (<0.001)  are sufficient to obtain good results. In selecting , 

the user should be guided by the goal of regularization, which is to identify the "simplest" explanation 

of the data while minimizing the data misfit.  

Using Flash 

FLASH (Flow-Log Analysis of Single Holes) is written in Excel with Visual Basic for 

Applications (VBA). The spreadsheet includes a toggle (INPUTS worksheet cell A20) to choose 

between analysis for (1) fractures or fracture zones that intersect a well at discrete locations, and (2) 

aquifer layers in porous media. The first is indicated for cases where flow profiles are characterized by 

step increases/decreases, and the second for cases where flow profiles show approximately linear 

change over each layer. Up to 10 fractures or layers can be modeled.  

The FLASH spreadsheet includes four worksheets: INTRODUCTION, INPUTS, 

FIELD_DATA, and PLOTTING. INTRODUCTION provides information about the program and input 

parameters. On the INPUTS worksheet, the user enters information about the flow zones, 

transmissivities, and heads. Note that the user must interpret flow profiles from the flowmeter data, for 
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both the ambient and stressed conditions. The flow measurements are entered in FIELD_DATA, and the 

interpreted profiles are entered in INPUTS. The interpreted profiles plot as dashed lines, the data as 

points, and the simulated profiles as solid lines (Figure 2). Line and marker styles can be modified using 

standard Excel tools. Flows are positive upward and negative downward. PLOTTING is used by the 

program and does not require the user's attention.  

In the INPUTS worksheet, input parameters are entered in the cells with light blue and bright 

aquamarine backgrounds. The former include specifications of the experiment setup (e.g., borehole 

diameter and water level), and the latter include calibration parameters. Manual calibration is performed 

by adjusting the values of the cells ―TFactor‖ and “h,” which are, respectively, 
factor

iT , and the 

difference between the flow zone’s far-field head and the ambient water level in the borehole. As 

parameters are adjusted, the simulated flow profiles update automatically, thus guiding the user toward 

best-fit parameters. The MSE between simulated and observed flows is calculated in cell B36 on the 

INPUTS worksheet.  

Although the principle calibration parameters are 
factor

iT  and h, the radius of influence, r0, and 

total transmissivity, T
total

, also are possible calibration parameters as explained above and indicated by 

aquamarine highlighting. By inspection of Equations (2-3), it is not possible to estimate unique values 

for both radius of influence and total transmissivity, but only the ratio of total transmissivity divided by 

ln(r0/rw). In general, the user will have more information about total transmissivity than radius of 

influence. Total transmissivity is estimated readily using an open-hole slug test or specific capacity test. 

Indeed, the drawdown and pumping rate under stressed conditions could serve as data to estimate a total 

transmissivity for the borehole. In rare cases, however, the estimated total transmissivity may be 

considered unreliable, e.g., in the presence of ambiguous slug-test data or discrepancy between the 

volumes over which the slug test and flowmeter analysis measure. In such cases it may be useful to 

allow the
factorT values to sum to a value other than 1. FLASH assumes a uniform radius of influence for 

all flow zones. In reality the effective radius of influence may vary between zones according to their 

transmissivities and distances to boundaries. Data to support variable radius of influence, however, is 

commonly unavailable; furthermore, transmissivity estimates are not a strong function of the assumed 

radius of influence, as explained previously.   

Automated model calibration is implemented using the Excel Solver, an optimization tool based 

on a Generalized Reduced Gradient algorithm (Lasdon and Smith, 1992). The Solver is invoked using 

VBA ―control buttons‖ on the INPUTS worksheet. Radio buttons allow for selections of (1) the 

parameters to be estimated (Estimate ROI  (radius of influence) or Estimate Transmissivity), and (2) 

regularization (Solve without Regularization or Solve with Regularization).  Under the option Estimate 

ROI, the Solver estimates the values of 
factor

iT for all i, and the single radius of influence. Under the 

option Estimate Transmissivity, radius of influence is assumed known, the parameters for estimation are 
factor

iT for all i, such that total transmissivity is allowed to vary. Users are encouraged to perform manual 

calibration before attempting automated calibration. Manual calibration provides insight into the 

sensitivity of flows to parameters, and helps to identify a good starting model for automated calibration. 

As for any non-linear optimization, the algorithm may get ―stuck‖ in local minima and fail to identify 

the globally optimal parameter values. Consideration of multiple starting models is advised. Additional 

information and the FLASH spreadsheet are available online, as noted under 'Supporting Information' at 

the end of this article.  
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Example 

FLASH is demonstrated for a simple dataset from a fractured-rock aquifer (Figure 2). Johnson et 

al. (2005) provide additional details for this dataset, for which additional borehole logs were used to 

identify fractures and select locations for flow measurements.  

Under ambient conditions, the deeper fractures #1 and #2 experience inflow to the borehole, 

which indicates the far-field heads for each of these fractures is greater than the head in the borehole 

thus producing upward flow (Figure 1).  Under ambient conditions, upflowing water exits the borehole 

at fracture #3, indicating the far-field head is lower than the head in the borehole. Under low-rate 

pumping conditions, water continues to enter the borehole at fracture #1, additional water enters at 

fracture #2, indicating the far-field heads for fractures #1 and #2 are higher than the quasi-steady state, 

open-hole water level under pumping conditions. The uppermost fracture (#3) no longer shows outflow, 

indicating the far-field head is equal to the pumping water level.   In this example, fracture #2 has a far-

field head similar to the ambient water level in the well and therefore does not result in a substantial 

change in borehole flow under ambient conditions. Similarly, fracture #3 has a far-field head similar to 

the stressed water level in the well and does not produce a measurable change in borehole flow under 

stressed conditions. This field example underscores the importance of collecting both ambient and 

stressed flow profiles — with only ambient data, fracture #2 could not be identified, and with only 

stressed data fracture #3 could not be identified. 

To induce flow from a given fracture to enter the borehole, the    for that fracture must be 

positive. Conversely, to induce flow from the borehole to the fracture, the    must be negative. The rate 

of flow is determined by the magnitude of a given flow zone’s    and transmissivity.  Thus, manual 

calibration entails for each zone (1) adjustment of a    (cells F21:F30) to control whether flow enters or 

exits the borehole from that zone, and (2) adjustment of a 
factorT  to control the rate of flow. A final 

solution can be obtained with the manual fit, or after a starting model is generated manually, the Solver 

can be applied. For the example  here, automated calibration produces an excellent match to the data 

(Figure 2) using options "Estimate ROI" and "Estimate with Regularization."   

Discussion And Conclusions 

We present a new tool to aid in flowmeter log analysis, a computer code named FLASH. We 

follow a model-calibration strategy similar to that of Paillet (1998), with a simple analytical model for 

borehole flow based on the Thiem Equation (Thiem, 1906), which has been used extensively in previous 

analyses of flowmeter logs. It is important to note that FLASH assumes a borehole flow model that 

neglects head losses in the borehole or across the well screen, and these losses are important in some 

datasets (Zlotnick and Zurbuchen, 2003). We also note the limitations inherent to flowmeter methods, 

primarily that they not as sensitive as straddle-packer hydraulic testing. Flowmeter methods consistently 

identify transmissivities within 1.5-2 orders of magnitude of the most transmissive zone in a borehole, 

depending on the resolution of the flowmeter itself (Williams et al., 2008), but straddle-packer tests can 

see features 6 orders of magnitude less transsmive than is possible with flowmeter (Paillet, 1998; Day-

Lewis et al., 2000; Shapiro, 2001). Despite the limited resolution of flowmeter measurements, 

flowmeter modeling results can reproduce packer-test estimates to within an order of magnitude, and 

far-field head values determined with flowmeter methods commonly compare well with packer-test 

results and discrete-interval water-level monitoring (Johnson et al., 2005; Williams et al., 2008).    

FLASH provides a graphical user interface for calibration of an analytical borehole flow model 

and estimation of flow-zone transmissivities and far-field heads.  The program supports manual and 

automated calibration, with and without regularization.  FLASH is highly customizable. Experienced 
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Excel users may prefer to invoke the Solver outside of FLASH's VBA routines, or to use alternative 

objective functions or regularization criteria, or variable weighting for ambient vs. stressed flows. 

Future extensions may include tools for analysis of crosshole flowmeter data and evaluation of 

estimation uncertainty.   
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Figures 

 

 

Figure 1. Schematic of flowmeter experiment in a fractured-rock aquifer, with (a) flow-log profiles for ambient 
(blue) and stressed (dashed red) conditions;  and conceptual cross sections of flow system for (b) ambient 
condition and (c) stressed condition. In this example, two flow zones (fractures) intersect a well. Under ambient 
conditions, flow enters the well from fracture 1 and exits from fracture 3. Under pumping conditions, flow enters 
the well from fractures 1 and 2. The far-field head of zone 2 is equal to the ambient water level; thus there is no 
flow to/from zone 2 under ambient conditions. The far-field head of zone 3 is equal to the stressed water level; 
thus there is no flow to/from zone 3 under pumping conditions.  
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Figure 2. The INPUTS worksheet, after execution of the Solver with options "Estimate ROI" and "Solve with 
regularization," for the example. On this worksheet, the user enters the well and flow-log specifications and 
performs model calibration. Data (points) and interpreted profiles (dashed lines). Simulated profiles (solid lines) 
are for an arbitrarily selected starting model. 

 


